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Abstract: Based on the data from the Chinese financial market, this paper focuses on analyzing three types of network entropies of the financial market, namely, Shannon, Renyi and Tsallis entropies. The findings suggest that Shannon entropy can reflect the volatility of the financial market, that Renyi and Tsallis entropies also have this function when their parameter has a positive value, and that Renyi and Tsallis entropies can reflect the extreme case of the financial market when their parameter has a negative value.
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1. Introduction

Before the recent financial crisis, the economic/financial network was mentioned only infrequently. However, it has now caught the attention of both academics and policy makers [1,2]. The importance of studying the financial connectivity from the network perspective stems from the fact that it can serve as a channel for propagation and amplification of shocks, and has been directly linked to the stability of economic/financial systems [3]. The financial market is an example of a complex system, and can be represented as a network. This allows for the analysis of the financial market based on methods and tools of the complex network theory. Mantegna [4] first represents the financial market as a network, and observes the hierarchical structure in the US stock market based on the correlation matrix of asset returns, where a minimum spanning tree is generated in order to select the most important connections. After that, many researchers constructed financial market networks and analyzed their properties, for example [5–14].

Many different entropy measures have been developed in the context of complex networks [15–23]. For example, Bianconi [17] proposes entropy as an indicator to assess the role of each structural feature in a given real network, and observes that the ensembles with fixed scale-free degree distribution have smaller entropy than the ensembles with homogeneous degree distribution, indicating a higher level of order in scale-free networks. Anand and Bianconi [20] present how to define the Shannon entropy of a network ensemble and how it relates to the Gibbs and von Neumann entropies of network ensembles. Zhang et al. [22] give a new information dimension based on Tsallis entropy to show the influence of different parts in the complex networks to the information dimension. Nie et al. [23] propose a new concept called mapping entropy to identify the importance of a node in the complex network.

Many different entropies have been adopted to study financial markets [24–27], but there is limited research on the network entropy of financial markets. The rare instances are Peron et al. [10] who adopt a Shannon entropy-related measurement to quantify the robustness of the evolving financial market organization, and propose a statistical robust regression model to quantify the relationship between the network structure and resilience. Lee [28] proposes network entropy as a tool for measuring diversity of highly connected financial networks, where the computation of network entropy hinges on eigenvector centrality and Shannon entropy.
In this paper, we focus on analyzing the properties of the three types of network entropies of the financial market, namely, Shannon, Renyi and Tsallis entropies. Closest to our work are Peron et al. [10] and Lee [28]. However, our paper is different from theirs in terms of network entropies. The network entropies analyzed in this paper include Renyi and Tsallis entropies besides Shannon entropy. In this paper, based on the data from the Chinese financial market, we find that it is suitable to employ network entropies to investigate the volatility and extreme case of the financial market.

The remainder of this paper is organized as follows. After this introduction, Section 2 describes the methodology. Section 3 presents the main results, and Section 4 provides a conclusion.

2. Methodology

2.1. Network Construction

Let $T_0$ be the time span for $N$ stocks. Following the study of Peron et al. [10], we construct dynamic financial networks by setting a time window of length $\omega$ days at $\delta$-day intervals. Let $Y_i(m)$ be the log-return series of stock $i$ in the $m$th window. Moreover, we can obtain the correlation coefficient $\rho_{ij}(m)$ and the distance $d_{ij}(m)$ between two stocks $i$ and $j$ in the $m$th window, which are given as follows.

$$\rho_{ij}(m) = \frac{\langle Y_i(m)Y_j(m) \rangle - \langle Y_i(m) \rangle \langle Y_j(m) \rangle}{\sqrt{\langle Y_i^2(m) \rangle - \langle Y_i(m) \rangle^2} \langle Y_j^2(m) \rangle - \langle Y_j(m) \rangle^2}}$$  \hspace{1cm} (1)

$$d_{ij}(m) = \sqrt{2(1 - \rho_{ij}(m))} \hspace{1cm} (2)$$

where $\langle Y \rangle$ denotes the statistical mean of $Y$. The distances among $N$ stocks in the $m$th window form a distance matrix. We can construct a financial network based on this matrix, where every stock denotes a network node, and nodes $i$ and $j$ are connected by an edge with the weight $w_{ij}(m) = \exp(-d_{ij}(m))$. The weights range from 1 to $\exp(-2)$. The measure $(w_{ij})$ allows us to consider the traditional representation of weighted networks, in which the strongest edges connect the stocks with most similar time series. Moreover, the $m$th financial network is constructed by the log-return series starting at day $1 + (m - 1)\delta$ and ending at day $(m - 1)\delta + \omega$, and the number of financial networks constructed is equal to $\text{INT}(\frac{T_0 + \delta - \omega}{\delta})$, where $\text{INT}(x)$ denotes the integral part of $x$.

2.2. Network Entropy

In order to define network entropies of the financial market, we need to transform adjacency matrices into stochastic matrices to apply the concept of entropy. In this paper, we adopt the method proposed by Demetrius and Manke [29]. According to the adjacency matrix of the $m$th financial network $(w_{ij}(m))$, we can obtain a stochastic matrix $(p_{ij}(m))$ from the following formula [28].

$$p_{ij}(m) = \frac{w_{ij}(m)}{\sum_{j=1}^{N} w_{ij}(m)} \hspace{1cm} (3)$$

Therefore, the $i$th row of the stochastic matrix $(p_{ij}(m))$ can be regarded as a transition probability distribution. Moreover, according to the formulas of Shannon, Renyi and Tsallis entropies [30–32], we can obtain Shannon entropy $(H_S^i(m))$, Renyi entropy $(H_R^i(m))$ and Tsallis entropy $(H_T^i(m))$ of node $i$ of the $m$th financial network, which are given as follows, respectively.

$$H_S^i(m) = -\sum_{j=1}^{N} p_{ij}(m) \log p_{ij}(m) \hspace{1cm} (4)$$
\[
H^R_i(m) = \frac{1}{1 - \alpha} \log(\sum_{j=1}^{N} p^{\alpha}_{ij}(m)), \quad (5)
\]

\[
H^T_i(m) = \frac{1}{\alpha - 1} (1 - \sum_{j=1}^{N} p^{\alpha}_{ij}(m)). \quad (6)
\]

Compared with the Shannon entropy, the Renyi and Tsallis entropies have the parameter \(\alpha\). However, they reduce to the Shannon entropy for \(\alpha = 1\). The additional parameter \(\alpha\) can be used to make them more or less sensitive to the shape of probability distributions. Therefore, the parameter \(\alpha\) in the Renyi and Tsallis entropies places a weight on the center or the tails of the frequency distributions of the log-returns, and affects the results of the Renyi and Tsallis entropies. Shannon entropy \(H^S(m)\), Renyi entropy \(H^R(m)\) and Tsallis entropy \(H^T(m)\) of the \(m\)th financial network are defined as the weighted sum of entropies of nodes, which are given, respectively, as

\[
H^S(m) = \sum_{i=1}^{N} \pi_i(m) H^S_i(m), \quad (7)
\]

\[
H^R(m) = \sum_{i=1}^{N} \pi_i(m) H^R_i(m), \quad (8)
\]

\[
H^T(m) = \sum_{i=1}^{N} \pi_i(m) H^T_i(m), \quad (9)
\]

where \(\pi_i(m)\) is the \(i\)th component of the unique invariant distribution of the corresponding stochastic matrix \((p_{ij}(m))\).

3. Results

3.1. Data

During the last decade, the Shanghai Stock Exchange has exhibited higher P/E (Price-to-Earnings) ratios and investment performance criteria than the most developed and emerging markets [33]. It is now an important emerging market in the world, which attracts much attention [33–35]. In this paper, we adopt the data from the A-share market of the Shanghai Stock Exchange to conduct empirical analysis. We focus on identifying the recent financial crises, and thus we select 262 stocks from this set, where there are historical data from 1 June 2006 to 31 May 2011 and the time of continuous suspension is no longer than 28 days. The following analysis is performed with \(\delta = 1\). If the window size is not very large compared to the number of stocks, one should expect that the determination of the covariance is noisy, and therefore that the correlation matrix is to a large extent random, i.e., the structure of the matrix is dominated by measurement noise [36]. In general, in order to obtain stable covariance matrices, the window size should exceed the number of market variables [37]. Besides, in the study of Borysov et al. [38], \(\omega \geq N\) is also assumed for the covariance matrix to be positive definite. Therefore, in this paper, we assume that \(\omega\) is equal to 262. If \(\omega\) is set to be other values, we can obtain similar results.

3.2. Empirical Results

Figure 1 shows the daily closing prices of the A-share index of the Shanghai Stock Exchange from 1 June 2006 to 31 May 2011 [39]. Figure 2 reports the return volatilities of the A-share market, where stock return volatility is the average of standard deviations of stock returns and stock index return volatility is the standard deviation of stock index returns. The total period is subdivided into three subperiods: the period from June 2006 to June 2007 as the period of the normal stock market states, the period from July 2007 to December 2008 as the period of the financial crisis, and the period from...
January 2009 to May 2011 as the period of the stock market recovery. We can see from Figure 1 that the prices of the market during the financial crisis decrease, whereas they increase after the financial crisis. From Figure 2, it can be seen that the stock market has a high volatility during the financial crisis.

![Figure 1. Daily closing prices of the A-share index of the Shanghai Stock Exchange from 1 June 2006 to 31 May 2011.](image1)

![Figure 2. Return volatilities of the A-share market of the Shanghai Stock Exchange.](image2)

We first analyze the relationship between network entropies and volatilities of the stock market. Figure 3 presents the evolution of the Shannon entropy of the financial network. Figure 4 shows the evolution of the Renyi and Tsallis entropies of the financial network in the case $\alpha > 0$. Comparing Figures 3 and 4 with Figure 2, we can see that the evolution characteristics of the three kinds of entropies are the same as those of return volatilities. This means that the network entropy of the financial market is an alternative to the standard deviation. Compared to the standard deviation, the major advantage of network entropies is that it can capture the uncertainty and disorder in a time series without imposing any constraints on the theoretical probability distribution. In other words, network entropies are distribution free, and then they can avoid the introduction of errors through the fitting of the distribution of returns to a normal-like distribution when dealing with non-symmetric distributions [26].
Figure 3. Evolution of the Shannon entropy of the financial network.

Figure 4. Evolution of the Renyi and Tsallis entropies of the financial network in the case $\alpha > 0$. (a,d) are the corresponding results when $\alpha = 0.1$; (b,e) $\alpha = 0.5$; (c,f) $\alpha = 2.5$.

According to the above definitions of network entropies, the parameter $\alpha$ in the Renyi and Tsallis entropies affects the results of the Renyi and Tsallis entropies. Therefore, we investigate the evolution of the Renyi and Tsallis entropies of the financial network in the case $\alpha < 0$, which is shown in Figure 5. From Figure 5, we can find that the change trend of Renyi and Tsallis entropies in the case of $\alpha < 0$ is different from that in the case of $\alpha > 0$. We can observe that there exists a minimum value for the Renyi and Tsallis entropies. For example, in the case $\alpha = -0.1$, the minimum value of the Tsallis entropy...
arrives on 28 February 2008. Therefore, the Tsallis entropy reaches its minimum value during the financial crisis. From Figure 5, we can obtain the same results in other cases. According to the above analysis, we can see that the Renyi and Tsallis entropies of the financial network can reflect the extreme case of the financial market in the case of $\alpha < 0$.

![Figure 5](image)

**Figure 5.** Evolution of the Renyi and Tsallis entropies of the financial network in the case $\alpha < 0$. (a,d) are the corresponding results when $\alpha = -0.1$; (b,e) $\alpha = -0.5$; (c,f) $\alpha = -2.5$.

From Figures 4 and 5, it can be seen that there are high values for the Renyi and Tsallis entropies during the crisis for $\alpha > 0$, and low values for the same entropies during the crisis when $\alpha < 0$. Note that the stock prices tend to exhibit a similar evolution during the crisis. This makes the values of elements of the matrix $(p_{ij}(m))$ high during the crisis. Moreover, according to the definition of the Tsallis entropy, we can establish that there are low values for the Tsallis entropy during the crisis when $\alpha < 0$. In the case of $\alpha > 0$, the Tsallis entropy is concave [40]. Therefore, there are high values for the Tsallis entropy during the crisis when $\alpha > 0$. Besides, the Renyi entropy is a monotonous function of the Tsallis entropy based on the relation between them [40]. Thus, values for the Renyi entropy have the same property as that for the Tsallis entropy during the crisis.

According to the above results, we can know that Renyi and Tsallis entropies of the financial network have the same property of Shannon entropy in analyzing the volatility of the financial market. However, compared with the Shannon entropy, the Renyi and Tsallis entropies have an additional parameter $\alpha$, which enables them to reflect the extreme cases of the financial market in the case of $\alpha < 0$. Therefore, Renyi and Tsallis entropies can be adopted to conduct more comprehensive analysis of the evolving financial market organization. The above results are obtained through directly comparing the time series of network entropies. Now we adopt a measure to analyze the difference between
time series of network entropies. Following the study of Pratt and Fink [41], we use the root mean square difference to measure the difference between time series. The root mean square difference \((RD)\) between \([a_1, ..., a_n]\) and \([b_1, ..., b_n]\) is given as follows:

\[
RD(a, b) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (a_i - b_i)^2}
\]  

(10)

After normalizing each time series in the interval \([0, 1]\), we obtain the results of the difference between time series of network entropies, which is shown in Table 1. The higher the value of \(RD\) is, the bigger the difference between time series is. From Table 1, we can see that the difference between the Shannon entropy and the Renyi (Tsallis) entropy is small when \(\alpha > 0\), and that it is big when \(\alpha < 0\). Besides, the difference between the Renyi entropy and the Tsallis entropy is small.

Table 1. Results of the difference between time series of network entropies.

<table>
<thead>
<tr>
<th>(RD)</th>
<th>(\alpha = 0.1)</th>
<th>(\alpha = 0.5)</th>
<th>(\alpha = 2.5)</th>
<th>(\alpha = -0.1)</th>
<th>(\alpha = -0.5)</th>
<th>(\alpha = -2.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(RD(H^s, H^R))</td>
<td>0.0205</td>
<td>0.0113</td>
<td>0.0275</td>
<td>0.9038</td>
<td>0.8948</td>
<td>0.8234</td>
</tr>
<tr>
<td>(RD(H^s, H^T))</td>
<td>0.0205</td>
<td>0.0112</td>
<td>0.0289</td>
<td>0.9038</td>
<td>0.8947</td>
<td>0.8222</td>
</tr>
<tr>
<td>(RD(H^R, H^T))</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0015</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0012</td>
</tr>
</tbody>
</table>

Demetrius and Manke [29] introduce the concept of network entropy, and find that it can predict the direction of changes in network structures over evolutionary time. Therefore, we adopt the Pearson’s correlation \((\rho)\) to investigate the correlation between network entropies and network structures, where network structures analyzed include the clustering coefficient \((C)\) and the average shortest path length \((L)\) and they are calculated based on the formulas in the study of Peron et al. [7]. Table 2 shows the Pearson’s correlation coefficients between network entropies and network structures. We can observe that the Shannon entropy is positively correlated with network structures, that the Renyi and Tsallis entropies also have this property in the case of \(\alpha > 0\), and that the Renyi and Tsallis entropies are negatively correlated with network structures in the case of \(\alpha < 0\).

Table 2. Pearson’s correlation coefficients between network entropies and network structures.

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(\alpha = 0.1)</th>
<th>(\alpha = 0.5)</th>
<th>(\alpha = 2.5)</th>
<th>(\alpha = -0.1)</th>
<th>(\alpha = -0.5)</th>
<th>(\alpha = -2.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho(H^s, C))</td>
<td>0.9409</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\rho(H^R, C))</td>
<td>0.8978</td>
<td>0.9193</td>
<td>0.9750</td>
<td>-0.8857</td>
<td>-0.8591</td>
<td>-0.7009</td>
</tr>
<tr>
<td>(\rho(H^T, C))</td>
<td>0.8978</td>
<td>0.9193</td>
<td>0.9745</td>
<td>-0.8857</td>
<td>-0.8591</td>
<td>-0.7012</td>
</tr>
<tr>
<td>(\rho(H^s, L))</td>
<td></td>
<td></td>
<td></td>
<td>0.9478</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\rho(H^R, L))</td>
<td>0.9060</td>
<td>0.9269</td>
<td>0.9804</td>
<td>-0.8941</td>
<td>-0.8681</td>
<td>-0.7120</td>
</tr>
<tr>
<td>(\rho(H^T, L))</td>
<td>0.9060</td>
<td>0.9269</td>
<td>0.9800</td>
<td>-0.8941</td>
<td>-0.8681</td>
<td>-0.7124</td>
</tr>
</tbody>
</table>

4. Conclusions

Financial markets are complex systems, and can be represented as complex networks. In this paper, we construct financial networks based on the data from the Chinese financial market, and then analyze the three types of network entropies of the financial market, namely, Shannon, Renyi and Tsallis entropies. First, empirical results show that Shannon entropy of the financial market network is an alternative to the standard deviation. In the case \(\alpha > 0\), Renyi and Tsallis entropies can also reflect the volatility of the financial market. Compared with the standard deviation, the major advantage of network entropies is that it does not impose any constraints on the theoretical probability distribution. Besides, we find that the change trend of Renyi and Tsallis entropies in the case of \(\alpha < 0\) is different from that in the case of \(\alpha > 0\). Renyi and Tsallis entropies of the financial network can reflect the
extreme cases of the financial market in the case of $\alpha < 0$. Our results suggest that network entropies can be adopted as tools to quantify the evolving financial market organization.
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