Understanding Gating Operations in Recurrent Neural Networks through Opinion Expression Extraction
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Abstract: Extracting opinion expressions from text is an essential task of sentiment analysis, which is usually treated as one of the word-level sequence labeling problems. In such problems, compositional models with multiplicative gating operations provide efficient ways to encode the contexts, as well as to choose critical information. Thus, in this paper, we adopt Long Short-Term Memory (LSTM) recurrent neural networks to address the task of opinion expression extraction and explore the internal mechanisms of the model. The proposed approach is evaluated on the Multi-Perspective Question Answering (MPQA) opinion corpus. The experimental results demonstrate improvement over previous approaches, including the state-of-the-art method based on simple recurrent neural networks. We also provide a novel micro perspective to analyze the run-time processes and gain new insights into the advantages of LSTM selecting the source of information with its flexible connections and multiplicative gating operations.
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1. Introduction

Extracting opinion expressions from text has been studied extensively in recent years. Various related tasks, such as opinion summarization and opinion-oriented question answering, can benefit from the extraction results. There are two types of opinionated expressions defined in the widely-used MPQA corpus [1]. Direct Subjective Expressions (DSEs) consist of explicit mentions of private opinions or emotional states, while Expressive Subjective Elements (ESEs) are words and phrases that indirectly express private attitudes. The following are some examples of the subjective expressions:

1. Zuma also [pledged] DSE continued support for Zimbabwe and its people.
2. She [congratulated] DSE him on his re-election.
3. The South African government [was happy] DSE with the SAOM report.
4. Now [all eyes are on] ESE this issue.
5. I [can never forget] DSE what I saw that day [as long as I live] ESE.
6. The detainees [should] ESE be treated [as] prisoners of war according to international law.

The DSEs in the first two examples directly express private attitudes; while the DSE in the third sentence explicitly shows the emotional state. In the comparison, ESEs in the other three sentences
express subjectivities in implicit ways. In Example 4, the ESE shows the writer’s high approbation for the importance of some issue without directly pointing it out. In Example 5, the DSE shows a private emotional state that the speaker was deeply impressed in a direct way, while the ESE expresses the same emotion implicitly. The word “should” in the last example shows the writer’s support of a particular issue without explicitly saying.

It is notable that the subjectivities of expressions (words or phrases) depend on not only the expressions themselves, but also the contexts. The interpretations of the same expression vary in different situations. For instance, subjectivities of the word “as” are different in Examples 5 and 6. In Example 5, the word “as” is part of ESE; while in Example 6, it appears in a phrase expressing nothing about sentiment, emotion or attitude and should be considered as non-subjective. Treating the extraction problem as a word-level sequence labeling task, it is important to involve context information in the predicting process.

A promising approach to make use of context information is learning higher-level representations of current and surrounding words automatically with deep learning technologies. Recent natural language processing (NLP) works leverage word embeddings to encode syntactic and semantic information. Composing such embeddings through a deep recurrent neural network has been proven to be an efficient way to model the interactions between words. Irsoy and Cardie conducted a comprehensive research on utilizing the Elman network, also known as a Simple Recurrent Neural Network (SRNN), in opinion expression extraction and achieved state-of-the-art performance [2].

However, the flexibilities of the compositional functions of Elman networks are limited. Simple additive compositions in Elman networks are inadequate to simulate complex language phenomenon. Research shows that multiplicative operations could accommodate more complicated interactions during representation learning [3,4]. Thus, recurrent models with multiplicative gates, such as LSTM, provide an elegant solution.

In this paper, we introduce the Long Short-Term Memory (LSTM) [5,6] recurrent neural network for opinion expression extraction. Experimentally, the proposed model outperforms previous approaches, achieving a new state-of-the-art result on the MPQA dataset.

Besides, how each part inside an LSTM block cooperates during the compositional process is rarely explored. It is difficult to improve the structures without understanding the internal coordination mechanism of such units. By analyzing the results in a micro perspective, we gain some insight into the advantages of LSTM handling opinion expressions, including (1) dividing previous memory and current input information with small recurrent connection and (2) choosing information through the element-wise multiplicative gating operations.

The major contributions of the work presented in this paper are as follows:

- To our knowledge, this is the first work that introduces long short-term memory into the task of sentiment expression extraction.
- We explore various structures (deep form, bidirectional form) of the network and achieve new state-of-the-art performance on the task.
- Unlike previous works treating the networks as black boxes, we explore a new perspective to analyze the micro activations at run-time to understand the internal mechanisms.
- Not restricted to existing researches emphasizing LSTM getting rid of the vanishing gradient problem, we firstly discuss the cooperation mechanisms of Constant Error Carousel (CEC), connection weights and multiplicative gates during information source selection through statistical experiments.

The remainder of the paper is organized as follows. In Section 2, we review some works on subjective expression extraction. Then, we introduce long short-term memory recurrent neural networks to this task in Section 3. We empirically verify the effectiveness of our method in Section 4. An insight analysis of the advantages of flexible connections and multiplicative gating operations of LSTM networks is conducted in Section 5. Finally, we conclude in Section 6.
2. Related Works

2.1. Opinion Expression Extraction

Subjective expression extraction is usually formulated as a token-level sequence labeling task with the BIO tagging scheme (“B” is for the word at the beginning of an opinion expression, “I” is for other tokens in the opinion expressions and “O” is for those outside the opinion expressions). Early works make use of context information by including features within a fixed-size window and apply linear-chain Conditional Random Fields (CRF) to predict the tag for each token [7,8]. Johansson and Moschitti provide relation information between tokens to a re-ranker by extracting features from dependency syntax and shallow semantic structures [9]. Semi-CRF based on segment-level features (such as constituents of verb phrases) also has been shown to be effective in improving the extraction performance [10].

There are also works that bring additional information during joint learning with other tasks. Choi and Cardie take attributes (polarity and intensity) of opinion expressions into consideration and improve both tasks of opinion expression identification and attribute prediction within a joint model [11]. Johansson and Moschitti extract relational features of polarity pairs from the syntactic and semantic analysis result and show that this interaction information brings obvious improvement [12,13]. Yang and Cardie formulate the opinion expression extraction and attribute classification as a segmentation problem and segment attribute classification [14]. The joint inference method with the probability-based objective function achieves a remarkable result. Besides attributes, other entities (opinion holders and targets) are also leveraged in joint models [7,15].

All above methods rely on hand-crafted features and require much engineering effort and many language-dependent resources. On the contrary, ˙Irsoy and Cardie implement an end-to-end sequence labeler for opinion extraction with SRNN [2]. It takes unsupervised trained word vectors as input and outperforms previous approaches. However, the expressiveness of the additive function in the conventional neural unit of SRNN is limited. Compositional functions with multiplicative operations between word vectors (such as gating operations in LSTM) provide a better choice [3,4].

Liu et al. introduce LSTM networks to the task of opinion target identification [16]. Unlike most opinion targets that are noun phrases, opinion expressions vary in countless forms. Thus, identifying an subjective expression is quite a different task that requires learning complex interactions and higher level representations. Besides, unlike their work treating the network as a black box, we gain some insight into the microcosmic properties of LSTM gating operations.

2.2. Interpretability of Long Short-Term Memory

Most works treat LSTM neural networks as black boxes without discussing the sources of their advantages. Only a few works care about the internal mechanism of the LSTM memory block. For instance, there are research works that implement various variants of recurrent units with different nonlinearities, connections and gates [17,18]. They add, remove or change particular functions and gates to study the importance of these pieces in the architecture. However, these works only measure the models with the overall performance on the test set, namely the coordination mechanism of these pieces is still unknown. Not content with that, in this paper, we explore the cooperation of structures in a micro-perspective by analyzing the activations of the internal items.

3. Extraction Methodology

A Recurrent Neural Network (RNN) could get higher level representation of contexts in its hidden layer temporally [19]. It makes RNN a natural choice for the sequence labeling task.

Figure 1a shows the illustration of an RNN used as a sequence labeler to extract subjective expressions from a sentence. The RNN composes the current input of word embedding and previous hidden activation to get the higher level representation of the current time step. Such representations can be used as inputs of the softmax layer to predict the tags of the current token.
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Figure 1. Illustration of different recurrent neural network structures handling opinion expression extraction by predicting token labels. The input of the hidden layer comes from both the input layer and the hidden layer activations of the previous time step. (a) Conventional Recurrent Neural Network (RNN); (b) deep RNN; (c) bidirectional deep RNN.

The SRNNs, such as Elman networks, compose previous hidden activations with current inputs through additive functions. However, such compositions are not powerful enough to describe the complex interactions of words, while multiplicative operations bring more flexibilities for various language phenomena [3,4]. As a kind of RNN with multiplicative gates, an LSTM could adjust inputs, outputs and stored information with the gating operations, which makes it accommodating to flexible representation composition. Moreover, the LSTM network gets access to long distance information with its memory block structure, which makes it more capable of capturing context information and learning sequence representation. The LSTM networks have been successfully applied on various tasks involving sequence data, such as phoneme classification [20], speech recognition [21], dependency parsing [21] and sentiment classification [22]. Inspired by these works, we introduce LSTM networks to the task of opinion expression extraction.
An LSTM consists of a set of self-connected subnets, known as memory blocks. Each block contains input, output and forget gates to adjust the signals inside the block. The activations of these gates $G^t$ are controlled by current input $x^t$, previous hidden output $h^{t-1}$ and the CEC state $s^{t-1}$ or $s^t$:

$$G^t_I = f \left( U^I x^t + V^I h^{t-1} + W^I s^{t-1} \right)$$  \hspace{1cm} (1)$$

$$G^t_F = f \left( U^F x^t + V^F h^{t-1} + W^F s^{t-1} \right)$$  \hspace{1cm} (2)$$

$$G^t_O = f \left( U^O x^t + V^O h^{t-1} + W^O s^t \right)$$  \hspace{1cm} (3)$$

where $U^I, V^I$ and $W^I$ in each formula denote the weights that connect the corresponding control signals to the gate. The subscripts $I, F$ and $O$ represent input, forget and output, respectively, while $f$ is the element-wise sigmoid function. The output of the memory block $h^t$ at time $t$ is computed by:

$$h^t = G^t_O \odot s^t$$  \hspace{1cm} (4)$$

where $\odot$ is the element-wise multiplication operator, $G^t_O$ represents the output gate and $s^t$ indicates the current state of Constant Error Carousel (CEC), which is a self-connected unit:

$$s^t = G^t_I \odot s^{t-1} + G^t_F \odot f \left( U^S x^t + V^S h^{t-1} \right)$$  \hspace{1cm} (5)$$

where $G^t_I$ and $G^t_F$ represent the input gate and forget gate, respectively. $U^S$ and $V^S$ indicate the weight of the input connection and recurrent connection, respectively.

It is notable that $s^t$ gets access to two signals containing previous information: previous hidden output $h^{t-1}$ and previous CEC state $s^{t-1}$. Thus, CEC connections provide an alternative way of capturing context information besides recurrent connections.

Figure 1b,c shows the deep form and bi-directional deep form of RNN. There are various implementations of bi-directional deep recurrent neural networks [23, 24]. In this work, we leverage Schuster and Paliwal’s form [23], where the inputs of hidden layers $Input^n$ get signals from both directions of other hidden layers.

$$Input^n_i = \begin{cases} W x_i, & \text{if } n = 1 \\ W h^i_{n-1} + \overrightarrow{W} h^i_{n-1}, & \text{if } n > 1 \end{cases}$$  \hspace{1cm} (6)$$

where $h^n$ is the $n$-th hidden layer ($1 \leq n \leq N$) from the input to the output. $h^1$ represents the first hidden layer that directly takes the embedding of current word $x_i$ as the input, while $n > 1$ is the identifier of the other layers. $W$, $\overrightarrow{W}$ and $\overleftarrow{W}$ are the corresponding weights, and arrows show the directions. Similarly, the softmax classification layer employs both forward and backward activations of the $N$-th hidden layer and gets context information from both directions.

$$y_i = g \left( \overrightarrow{U} h^N_i + \overleftarrow{U} h^N_i + c \right)$$  \hspace{1cm} (7)$$

where $U$ represents the weight connecting the top hidden layer and the softmax layer and $c$ is the bias.

4. Experiments

4.1. Dataset

The experiments are carried out on the widely-used MPQA 1.2 corpus [1]. We employ the same separation as used in [2]. Namely, we take 135 documents as the validation set and carry out the evaluation with 10-fold cross-validation on the remaining 400 documents.
4.2. Evaluation Metrics

For this dataset, it is hard to define the boundaries of opinion expressions even in manual annotation [1]. In order to get precision, recall and the F-measure, two kinds of soft metrics are used in the evaluation.

Binary overlap counts a positive true sample if there is an overlap between prediction and annotation [8]. The binary precision $P_{\text{binary}}$ and recall $R_{\text{binary}}$ can be computed as:

$$P_{\text{binary}} = \frac{|\{p | p \in P \land \exists c \in C \text{ s.t. } \text{overlap}(c, p)\}|}{|P|}$$  \hspace{1cm} (8)

$$R_{\text{binary}} = \frac{|\{c | c \in C \land \exists p \in P \text{ s.t. } \text{overlap}(c, p)\}|}{|C|}$$  \hspace{1cm} (9)

where $C$ and $P$ are the sets of correct and predicted expression spans, respectively; while $| |$ counts the number of spans in the particular set.

Proportional overlap adds up the proportions of overlaps [9]. Span coverage $\text{cvrg}$ measures how $s$ covers $s'$:

$$\text{cvrg}(s, s') = \frac{|s \cap s'|}{|s'|}$$  \hspace{1cm} (10)

where $|s|$ is the length of span $s$. Then, span set coverage $\text{CVRG}$ of two set of span $S$ and $S'$ is computed as:

$$\text{CVRG}(S, S') = \sum_{s_j \in S} \sum_{s'_k \in S'} \text{cvrg}(s_j, s'_k)$$  \hspace{1cm} (11)

Finally, the proportional precision $P_{\text{proportional}}$ and recall $R_{\text{proportional}}$ are:

$$P_{\text{proportional}}(P, C) = \frac{\text{CVRG}(P, C)}{|P|}$$  \hspace{1cm} (12)

$$R_{\text{proportional}}(P, C) = \frac{\text{CVRG}(C, P)}{|C|}$$  \hspace{1cm} (13)

4.3. Experimental Settings

RNNLIB is a pioneer toolkit implementing the LSTM network whose code is publicly available [25]. Activations during both forward and backward propagation (even error signals propagating in each piece of the memory block) can be easily observed in this toolkit, which makes it a good choice to explore the internal mechanism of LSTM. Thus, we make use of RNNLIB to implement the recurrent architectures. Early stopping is carried out on the validation set during training. The training process stops when there is no better result after 30 epochs. We choose the publicly available word2vec embeddings learned from Google News to represent words [26]. These 300-dimensionality vectors were trained using the continuous bag-of-words architecture. The out-of-vocabulary words not contained in the Google embeddings are represented by a unified vector that initialized with random numbers on uniform distribution $U\{-0.2, 0.2\}$. We conduct no pre-training for the network, and all of the parameters (weights and biases) are initialized by sampling from a small random uniform distribution $U\{-0.1, 0.1\}$. We keep the same training parameters during stochastic gradient descent for all experiments: a learning rate of 0.005 and a momentum of 0.7.

4.4. Baseline Methods

- Wiebe lexicon and Wilson lexicon: Breck et al. report the performances of lexicon-based unsupervised methods on this task [8]. They leverage two dictionaries of subjectivity clues (words and phrases that may be used to express private states). One is collected by Wiebe and
Riloff [27], and the other one is compiled by Wilson et al. [28]. An expression is considered as a subjective one if it matches some item in the dictionary.

- **CRF:** Breck et al. addressed the task with conditional random fields. Bag-of-words features, syntactic features, such as Part-of-Speech (POS) tags, and semantic features, such as the WordNet lexicon, are exploited in their work [8].

- **Semi-CRF:** Yang and Cardie introduce parser results to get reliable segments for semi-Markov CRF. Segment-level features, such as syntactic categories or the polarities of words in the verb phrases, are involved to capture the context information [10].

- **+vec:** İrsoy and Cardie report the performance of CRF and semi-CRF using word vectors as additional features [2]. CRF takes the word-level embeddings as features, while semi-CRF uses the mean value of word embeddings in the segment.

- **Bi-RNN:** We take bidirectional deep Elman-type RNN as one of our baselines, which is the state-of-the-art performer on the opinion expression extraction [2].

- **Self-training:** We implement a self-training system based on bi-RNN, which is a strong semi-supervised baseline. The softmax layer outputs the probabilities of the three tags, and we take the highest one as the confidence level of the token. The confidence of a sentence is the mean confidences of all tokens in it. The top 200 sentences with the highest confidence are selected as additional training samples in the next iteration.

- **Joint-Loss:** The joint inference approach with a probability-based objective function achieves remarkable performance [14]. To compare to their work, we test the LSTM approach in their settings.

### 4.5. Comparison with Feature-Engineering Methods

We conduct experiments on both DSE and ESE extractions. Tables 1 and 2 show the comparison of the proposed method and baselines on the two kind of expressions, respectively. Numbers in bold show the highest scores. Detail settings, such as the number of hidden layers and the number of hidden units, are also provided in the tables. “Prop.” and “Bin.” represent the proportional measure and the binary measure, respectively. The performances of the supervised baseline models are reported by [2]. It is notable that, on both DSE and ESE detections, LSTMs achieve new state-of-the-art performances for both the binary overlap measure and the proportional overlap measure.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiebe lexicon</td>
<td>-</td>
<td>-</td>
<td>31.10</td>
</tr>
<tr>
<td>Wilson lexicon</td>
<td>-</td>
<td>-</td>
<td>30.73</td>
</tr>
<tr>
<td>CRF</td>
<td>74.96</td>
<td>82.28</td>
<td>46.98</td>
</tr>
<tr>
<td>semi-CRF</td>
<td>61.67</td>
<td>69.41</td>
<td>67.22</td>
</tr>
<tr>
<td>CRF +vec</td>
<td>74.97</td>
<td>82.43</td>
<td>49.47</td>
</tr>
<tr>
<td>semi-CRF +vec</td>
<td>66.00</td>
<td>71.98</td>
<td>69.12</td>
</tr>
<tr>
<td>bi-RNN</td>
<td>65.56</td>
<td>69.12</td>
<td>66.73</td>
</tr>
<tr>
<td>bi-LSTM</td>
<td>57.53</td>
<td>64.29</td>
<td>62.46</td>
</tr>
<tr>
<td>uni-LSTM</td>
<td>64.28</td>
<td>68.30</td>
<td>68.28</td>
</tr>
</tbody>
</table>
Table 2. Comparison of Long Short-Term Memory (LSTM) to the baselines for Expressive Subjective Element (ESE) detection. Prop.: Proportional measure; Bin.: Binary measure; CRF: Conditional Random Field.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiebe lexicon</td>
<td>-</td>
<td>43.03</td>
<td>56.36</td>
<td>-</td>
<td>48.66</td>
<td></td>
</tr>
<tr>
<td>Wilson lexicon</td>
<td>-</td>
<td>40.94</td>
<td>66.10</td>
<td>-</td>
<td>50.38</td>
<td></td>
</tr>
<tr>
<td>CRF</td>
<td>-</td>
<td>56.09</td>
<td>68.36</td>
<td>42.26</td>
<td>51.84</td>
<td>48.10</td>
</tr>
<tr>
<td>semi-CRF</td>
<td>-</td>
<td>45.64</td>
<td>69.06</td>
<td>58.05</td>
<td>64.15</td>
<td>50.95</td>
</tr>
<tr>
<td>CRF +vec</td>
<td>57.15</td>
<td>69.84</td>
<td>44.67</td>
<td>54.38</td>
<td>50.01</td>
<td>61.01</td>
</tr>
<tr>
<td>semi-CRF +vec</td>
<td>53.76</td>
<td>70.82</td>
<td>52.72</td>
<td>61.59</td>
<td>53.10</td>
<td>65.73</td>
</tr>
<tr>
<td>bi-RNN</td>
<td>3 hidden layers, 100 units</td>
<td>52.04</td>
<td>60.50</td>
<td>61.71</td>
<td>76.02</td>
<td>56.26</td>
</tr>
<tr>
<td>uni-LSTM</td>
<td>2 hidden layers, 25 units</td>
<td>48.64</td>
<td>58.73</td>
<td>59.57</td>
<td>74.46</td>
<td>53.50</td>
</tr>
<tr>
<td>bi-LSTM</td>
<td>1 hidden layer, 25 units</td>
<td>53.87</td>
<td>65.92</td>
<td>66.27</td>
<td>79.55</td>
<td>59.28</td>
</tr>
</tbody>
</table>

CRFs and semi-CRFs get high precisions, while recurrent models recall more positive samples and get better F-measures. Although additional word vector features encode syntactic and semantic information, CRFs with rich features still underperform recurrent models. This indicates that recurrent networks have better compositional capacities than CRFs. By composing word embeddings temporally, recurrent neural models achieve appropriate representations for context information.

For the lack of resources (such as verb phrase patterns), it is difficult to re-implement Yang and Cardie’s joint model method [14]. To compare to their work, we run the LSTM opinion expression extractor on their settings. We extract opinion expressions without distinguishing ESEs and DSEs and use the IO tagging scheme instead of the BIO scheme. Experimentally, the LSTM opinion expression extractor obtains higher F1 scores for proportional matching (65.16 vs. 64.04). We see that the LSTM compositional function could simulate the interactions of words and obtain better representation for particular tokens, even without craft context features or manually-labeled lexicons.

4.6. Comparison with Unsupervised and Semi-Supervised Approaches

It is notable that there is an obvious performance gap between lexicon-based methods and supervised models. Lexicon-based unsupervised methods are efficient and perform comparably to machine learning methods in some tasks, such as name entity recognition and aspect term extraction in a restricted domain. This is due to the fact that frequent entities in a specific domain are somehow enumerable. For example, when extracting aspect terms from laptop reviews, the physical parts of a computer can be enumerated within a lexicon. However, it is not practical to cover the diversification of various opinion expressions within a dictionary; while the higher-level representations of subjective expressions could be learned by compositional models, such as RNNs.

The self-training system is compared to recurrent-based models on different fractions of data. The results are shown in Figure 2.

According to the experimental results, the performance of bi-RNN is quite similar to that of the self-training baseline based on bi-RNN. Even on the small fraction of data, the difference is not significant. This is due to the fact that it is difficult to get the correct tags with high confidence when the data are sparse, especially in the task of sequence labeling with imbalanced class distribution. Despite performing similar as the baselines in the DSE dataset, LSTM learns more appropriate representations and outperforms both bi-RNN and the self-training system on ESE extraction when the data are more than 30%.
4.7. Comparison with the Elman Network

LSTM outperforms SRNN on ESE extraction by 2.4% for the proportional overlap measure and by 4.0% for the binary overlap measure; while on DSE extraction, there is no palpable improvement. This is due to the fact that ESEs are a more flexible linguistic phenomenon, which LSTM could accommodate better. The subjectivity in an ESE is expressed in an implicit way. The lengths of ESE varies and most words in them are neutral. The sentiment information of these phrases is carried out by the interactions of context words rather than the words themselves. Simple additive compositional functions relying on the recurrent connections in SRNNs are limited in simulating complex interactions, while element-wise multiplicative operations in LSTMs provide more flexibilities. The internal reason for such a phenomenon will be further discussed in Section 5.

4.8. Network Parameters

The performances of LSTMs with different hyperparameter settings are shown in Figure 3. We conduct experiments on various depths (numbers of hidden layers), hidden sizes (numbers of units in each hidden layer) and directionality.

Figure 3. The ESE detection performance of LSTM with different hyperparameters. The triple in the legend represents (depth; hidden size–directionality).
• **Hidden size**: Experimentally, LSTM networks with 25 blocks in the hidden layer, producing better results (about by 1%) compared to those with 100 hidden blocks; while the situation is opposite in the Elman network. This suggests that LSTM blocks with multiplicative gates provide more flexible compositional functions, even with a smaller hidden size.

• **Depth of networks**: Networks with 1–3 hidden layers produce a similar precision, recall and F-value. Different depths lead to variation by less than 0.7%, and the one hidden layer shallow form performs best. This indicates that the LSTM units have the capacity to simulate a complex composition that SRNN could only accommodate with deep cascaded nonlinearities.

• **Directionality**: Bidirectional networks outperform unidirectional networks by 6.2% on DSE and by 5.2% on ESE. We see that bidirectional LSTMs get access to the future words and provide more context information.

5. **Interpretable Analysis**

Most works treat LSTM neural networks as black boxes, and only a few works discussed the internal cooperation mechanism of the items in an LSTM memory block. In this section, we explore the cooperation of structures in a new micro-perspective by analyzing internal activations.

Now that we discover that the long short-term memory network achieves a better performance than simple RNN on ESE extraction, we will explore: (1) in which cases LSTM works better; (2) what kinds of properties lead to these cases; and (3) how the LSTM structure achieves such properties. All of the explorations are conducted on the dataset of ESE.

More specifically, we find three patterns where LSTM outperforms SRNN significantly in Section 5.1. In Section 5.2, we focus on one of the patterns (“as” phrases) and show that LSTM achieves better context adaptability than SRNN. To further explain the results, in Section 5.3, we show that LSTMs have the capacity to select current or context information independently, which is an advantage over SRNN rarely observed or mentioned in previous works. In Section 5.4, by analyzing the activations at expression boundaries, we show that the adaptive ability of forget gates makes LSTM more flexible and expressive than SRNN. We conclude this in Section 5.5.

5.1. **Finding Improved Patterns**

5.1.1. **Motivation for Finding Improved Cases**

Since the result in Section 4.5 shows that LSTM outperforms SRNN, we would like to find some cases in which LSTM handles significantly better than SRNN. For example, we explore whether LSTM predicts the tags more accurately than SRNN when the current word is a noun or the current word is the first word of the sentence. Such cases provide intuitions about the difference between the two models. Additionally, we can take these cases or patterns as clues to further explore the internal mechanism of the advantages of LSTM.

5.1.2. **Significance Test on the Difference of Single-Word Pattern Predicting**

To analyze the advantages of LSTM, we conduct experiments to discover for which kinds of expressions LSTM improves the recognition rate notably. It is hard to design a taxonomy for various multi-word opinion expressions. Hence, here, we only focus on the single-word level, explicitly on what kinds of words LSTM works better for compared to SRNN according to the two-sided paired t-test on the 10-fold cross-validation. Various hypotheses based on Part-of-Speech (POS) tags, positions of words and specific words are tested.

Table 3 shows the candidate patterns for which we conduct the significance test. The POS tags are labeled using the Stanford POS tagger (http://nlp.stanford.edu/software/tagger.shtml). There are 45 different tags in the Penn Treebank English POS tag-set (http://www.comp.leeds.ac.uk/amalgam/tagsets/upenn.html). We merge nine different punctuation tags into one single tag that indicates that the current token is a punctuation without distinguishing detailed functions. The same
integrations are conducted on nouns, adjectives, adverbs and verbs. After merging the tags in the same categories, 25 different POS tags are considered as patterns of words. Besides the POS categories and two positions, we also explore whether LSTM performs better when tagging specific words. To ensure that the sample set is big enough, we only select words appearing more than one thousand times in the corpus. Finally, there are 35 frequently-used words selected as candidate patterns to be tested.

Table 3. Candidate single-word patterns tested for finding improved cases.

<table>
<thead>
<tr>
<th>Types of Patterns</th>
<th>Example</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part-of-Speech</td>
<td>noun, adjective, adverb, etc.</td>
<td>25</td>
</tr>
<tr>
<td>Position</td>
<td>beginning of the sentence, end of the sentence</td>
<td>2</td>
</tr>
<tr>
<td>Frequent words</td>
<td>the, of, to, etc.</td>
<td>35</td>
</tr>
</tbody>
</table>

The experimental result is shown in Table 4. There are three cases where LSTM outperforms simple RNN significantly (according to the two-sided paired t-test with a confidence level of α = 0.05). We see that LSTM predicts the tag more accurately than SRNN when: (1) the current input is adverb; (2) the current input is the first word of the sentence; or (3) the current input is the word “as”.

Table 4. Patterns where LSTM outperforms simple RNN significantly.

<table>
<thead>
<tr>
<th>Patterns</th>
<th>The p-Value in t-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adverbs</td>
<td>0.046</td>
</tr>
<tr>
<td>The first word of the sentences</td>
<td>0.032</td>
</tr>
<tr>
<td>The word “as”</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Although adverbs and the first words of the sentences are better classified by LSTM, the usage of these word is complex. It is complicated to summarize specific functions or application scenarios for them. In the following subsections, we focus on the word “as” and related phrases to explore the properties and internal cooperation of LSTM.

5.2. Comparison of the Context Adaptability of Recurrent Models

In this subsection, we focus on the tags of the word “as” in different phrases, which belong to one of the patterns extracted in Section 5.1, and show that LSTM accommodates better the interactions of contexts than SRNN in such phrases.

5.2.1. Context Dependence of Tags of the Word “as”

In the real-world data, there are some words expressing nothing about sentiment or private state on its own. Whether such a word is considered as a part of opinion expression is decided by the context. The word “as” is a typical case where the tag depends on the context indicators.

For instance, phrases like “as adjective/adverb” are usually used to express comparison or expectations, while “as noun” phrases are used to enumerate mentioned things. Hence, whether the word “as” is in an opinion expression is greatly influenced by following word in real-world data.

Besides that, in phrases “as adjective/adverb as” or “as long as”, the word “as” is likely to be a token in an expressive subjective expression. Such “as ... as” patterns get a greater possibility to be opinion expressions than single “as” (35.5% (most non-sentiment ones are conjunction phrases like “as well as” and preposition phrases like “as far as”) vs. 13.8% in ESE annotation in MPQA). By contrast, in phrase like “as ... said”, the word “as” tends to be a non-sentiment preposition outside the subjective expressions. Only 10% of the “as” in such phrases are the expressive subjective MPQA corpus. The statistical result is consistent with people’s intuition and common sense.
5.2.2. Experiment about Context Adaptability

As described in Section 5.2.1, the tag of the word “as” is decided by the context. It is useful to know whether LSTM and SRNN could learn such a trait. More explicitly, taking the first word “As” (FA) in phrases as objects of observation, we consider a model having high context adaptability if it could learn the following interactions:

1. **Contiguous interaction:** the tag of FA is influenced by the later word. For instance, FA followed by an adjective or adverb (e.g., as quickly) tends to be part of opinion expression, while FA followed by a noun (e.g., as China) is not. We would like to explore whether LSTM and SRNN are sensitive to this difference.

2. **Divorced interaction:** the tag of FA is influenced by words that are not directly adjoined. For instance, in the phrases “as ... as” and “as ... said”, the labels of FAs should be predicted differently. We will show how LSTM and SRNN could accommodate the different situations.

If the prediction results of the tags of FAs of a model manifest the above two interactions, we learn that such a model gains context adaptability. To explore such a property in LSTM and SRNN, we train the two models on the MPQA ESE corpus with the same experimental settings as described in Section 4 and observe how the predictions of the labels of FAs change with respect to different contexts. To get test sets of different forms of “as” phrases, we extract non-sentiment nouns and sentiment modifiers to generate different expressions. We extract 800 Adjectives/Adverbs (ADs) most frequently used in the MPQA corpus and contained in a widely-used sentiment lexicon [29]. Correspondingly, 800 highest frequency Nouns (NNs) not existing in the sentiment lexicon are selected. With these extracted words, the test set of six experimental groups with different phrase forms is built (as shown in Table 5). Groups named with A or N indicate that they contain Adjectives/Adverbs (ADs) or Nouns (NNs) respectively. While symbols +, − or # show that the phrase forms are “as ... as”, “as ... said” or “as” followed by a single word, respectively. Each group contains 800 phrases that begin with the word “as”.

<table>
<thead>
<tr>
<th>Group</th>
<th>Phrase Form</th>
<th>“B” in SRNN</th>
<th>“B” in LSTM</th>
<th>Accuracy of SRNN</th>
<th>Accuracy of LSTM</th>
</tr>
</thead>
<tbody>
<tr>
<td>+A</td>
<td>as AD</td>
<td>6.16</td>
<td>58.46</td>
<td>6.16</td>
<td>58.46</td>
</tr>
<tr>
<td>+N</td>
<td>as NN</td>
<td>2.63</td>
<td>5.48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>#A</td>
<td>as AD</td>
<td>7.28</td>
<td>55.54</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>#N</td>
<td>as NN</td>
<td>3.5</td>
<td>4.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>−A</td>
<td>as AD said</td>
<td>1.28</td>
<td>31.16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>−N</td>
<td>as NN said</td>
<td>0</td>
<td>0.47</td>
<td>100</td>
<td>99.53</td>
</tr>
</tbody>
</table>

According to the standards of annotation, the “as ... as” phrases with sentiment modifiers in the middle (e.g., “as friendly as”) actually express subjective attitudes (conjunction phrases like “as well as” and preposition phrases like “as far as” are widely used in the real-world corpus and express no subjective attitudes. However, they are not included in the generated phrases), while FAs in phrases like “as ... said” with nouns in the middle (e.g., “as he said”) are non-sentiment prepositions. Thus, FAs of phrases in Group +A could be generally labeled as the beginnings of opinion expressions (“B”), while those in the −N group are tagged as “O” (words outside ESEs). Conservatively, we cannot affirm the standard labels for other groups, because it is hard to decide the subjectivities. The subjectivities of phrases in the # groups are controversial, while phrases in the +N and −A groups rarely exist in the real-world data.

To show in detail how context words influence FAs, we compute the proportions of FAs tagged as “B” (beginning of an opinion expression) in these groups, which are the indicators of the context
sensitivities of the two models. If the proportions change obviously with respect to different context groups, we learn that the model could gain high context adaptability. Knowing the standard tags in the +A and −N groups, we can also get the accuracies of the two models predicting the tags of FAs in these two groups. These accuracies provide the intuition about why LSTM outperforms SRNN when handling “as” phrases.

Table 5 shows the experimental results. The third and fourth columns show the proportions of FAs tagged as “B” in different models, while the fifth and sixth columns present the accuracies.

Most notably, LSTM is more sensitive to the context words than SRNN. According to the result, for LSTM, about half of the FAs are tagged as “B” in the A groups, and only less than 6% of those are labeled as “B” in the N groups; while SRNN produces similar results for the A groups and the N groups. Although the accuracies of the two models on the −N group are similar, prediction performance on the +A group shows a significant difference. We see that LSTM adapts to the context information better, while SRNN does not change much regardless of the context.

Furthermore, by comparing the +, # and − groups, it can be inferred that the non-adjacent context words also bring bias through the LSTM network. The difference between groups is consistent with real-world training data, which indicates that the LSTM structure has the capacity to learn such patterns and interactions for both contiguous context and divided context.

5.2.3. Visualization of the Internal Activations of LSTM

To visualize the internal activations of LSTM, we randomly select five NNs and five ADs and get the hidden outputs of FAs in the corresponding phrases in the six groups. An alternative least-squares scaling is implemented based on the Euclidean distance between output activations.

Figure 4 shows the distances of these outputs in a two-dimensional illustration. Phrases that tend to be opinion expressions (A groups and + groups) distribute in the upper right part; while the bottom left contains the phrases more likely to be objective (N groups and − groups). It is obvious that both AD and “as” at the end of the phrase bring positive (word belonging to an opinion expression) information through the temporal processing of LSTM, while NN and “said” bring negative information. Namely, both contiguous interaction and divorced interaction influence particular tokens through the LSTM network.

![Figure 4. Distances of “as” outputs in each group shown in two-dimensional space.](image-url)
5.3. Internal Analysis: Gating Selection of Information

We have shown that there is a gap of context adaptability between LSTM and SRNN in Section 5.2. In this subsection, we explore the source of the difference and discuss the capacity of LSTM dividing current and context signals, providing a new perspective of the advantages of LSTM.

5.3.1. Motivation of the Analyzing Internal Mechanism of LSTM

As shown in Section 5.2, LSTM shows context sensitivities when handling “as” phrases, while SRNN does not. This indicates that, between the two models, there is a capacity gap of learning higher-level representations for a particular time step. It would be useful to know the internal mechanisms difference between the LSTM memory block and the SRNN unit that lead to such a gap.

Most existing works treat LSTM as a black box without studying how the memory blocks achieve more flexible compositional functions than SRNN units. Not content with that, we explore the determinant of context sensitivity and discuss the cooperation mechanism between internal pieces of the structure.

5.3.2. Finding Determinant of Context Sensitivity

There are many factors (gates and weights) influencing the final outputs of the memory blocks and leading to the difference of tags between A groups and N groups. In this part, we trace back to the source of the difference step by step.

We conduct our study on the structure with only one hidden layer, which is the best performer in the experiment. According to Formula (7) in Section 3, the labels of the tokens are decided by both forward (left-to-right) and backward (right-to-left) units. However, the left-to-right signals only contain the input activations of FAs, which are the same (all of them are word embeddings of the word “as”) in all groups and bring no difference to the representations. Thus, we only focus on the internal activations of right-to-left connections. We use \( h_t \) to represent \( ^\rightarrow h_t \) in the following part for convenience; other symbols are simplified in the same way.

As shown in Figure 4, the outputs \( h_t \) of the A and N groups are distinguished. To explicitly evaluate the degree of separation, we consider the activation vectors as the points in the high-dimensional space and use a Ratio of Overlap (RO) measure to evaluate the proportion of two groups of points mixed together. If the RO value is high, this indicates that the activations are not well distinguished; and if the RO is a small value, we learn that the points in the high-dimensional space are almost linear separable in the softmax layer.

Furthermore, by analyzing the RO values of the factors in the forward propagation process, we can figure out the source of difference in the A and N groups. Then, such source factors can be considered as the determinants of the context sensitivity of LSTM. For instance, according to Formula (4), \( h_t \) is decided by \( C_{ij}^O \) and \( s_t \). Experimentally, \( C_{ij}^O \) of the A and N groups are mixed together, while \( s_t \) of the two groups are distinguished. Thus, we can identify that \( s_t \) is the determinant of the difference in this compositional process. By analyzing the determinants step by step, we can gain insight into the internal mechanism of the LSTM compositional process.

The RO value can be computed as:

\[
RO = \frac{\sum_{i=1}^{S} overlap (v_t, c_{A_i}, c_{N_i})}{|S|}
\]  

(14)
where \( S \) represents the sample set and \(|S|\) is the number of samples; half of the points in \( S \) are randomly selected from the A group, and the other half are from the N group. \( v_i \) indicates the \( i \)-th activation vector in \( S \), while \( C_A \) and \( C_N \) represent the geometrical center of the A group and the N group respectively. We count an overlap if the activation is closer to the center of the opposite group than that of the group to which it belongs.

\[
\text{overlap} (v_i, c_A, c_N) = \begin{cases} 
1, & \text{if } d (v_i, c_A, c_N) > 0 \\
0, & \text{otherwise}
\end{cases}
\]  

(15)

\[
d (v_i, c_A, c_N) = \begin{cases} 
\text{distance} (v_i, c_A) - \text{distance} (v_i, c_N), & \text{if } v_i \in A \\
\text{distance} (v_i, c_A) - \text{distance} (v_i, c_N), & \text{if } v_i \in N
\end{cases}
\]  

(16)

where \( \text{distance} \) indicates the Euclidean distance between two vectors.

The RO value is less than 0.5 if there is no outlier. Experimentally, the RO value of two groups of randomly-generated points is about 0.488. In order to find the source of the difference of activations, we calculate the RO values of several intermediate results during the forward propagation process in LSTM. One-thousands samples are randomly selected (500 in the \(-A\) group and 500 in the \(-N\) group). The results are shown in Table 6.

<table>
<thead>
<tr>
<th>Factors</th>
<th>RO-Value</th>
<th>A/N Group Distinguished</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.488</td>
<td>False</td>
</tr>
<tr>
<td>( h_t )</td>
<td>0.135</td>
<td>True</td>
</tr>
<tr>
<td>( G_t^O )</td>
<td>0.462</td>
<td>False</td>
</tr>
<tr>
<td>( s_t )</td>
<td>0.153</td>
<td>True</td>
</tr>
<tr>
<td>( G_t^I \odot f (US x^t + VS h^{t-1}) )</td>
<td>0.455</td>
<td>False</td>
</tr>
<tr>
<td>( G_t^F \odot s^t )</td>
<td>0.147</td>
<td>True</td>
</tr>
</tbody>
</table>

(17)

Table 6. The ratio of the overlap of the activation vectors of each factor in forward propagation. RO: Ratio of Overlap.

It is easy to find that the output gate activations \( G_t^O \) are similar in A groups and N groups. Thus, according to Formula (4), the main difference between the A and N groups is generated in CEC unit activations \( s_t \). The two factors influencing \( s_t \) in Formula (5) are also observed with the RO measure. Signals through input gate \( G_t^I \odot f (US x^t + VS h^{t-1}) \) in A groups and N groups are similar, while previous information through forget gate \( G_t^F \odot s^{t-1} \) is the main determinate of the difference.

5.3.3. Independence of Current and Previous Signals in LSTM

As shown in Section 5.3.2, although the previous information is contained in \( h^{t-1} \), the signals getting through input gates \( G_t^I \odot f (US x^t + VS h^{t-1}) \) show rare differences between the A and N groups. We analyze the connection weight \( VS \) and \( US \) to explore the importance of each factor. The histograms of the statistical distribution of the absolute values of the two weights are shown in Figure 5.

It is notable that \( VS \) is much smaller than \( US \); the average absolute value of \( VS \) is only one-eighth of that of \( US \). With the connection weights close to zero, the signals of \( VS h^{t-1} \) become negligible. Namely, the state in CEC unit \( s^t \) can be describe as:

\[
s^t \approx G_t^F \odot s^{t-1} + G_t^I \odot f (US x^t)
\]  

(17)
It can be inferred that the information of the context almost comes from the CEC connection \( G_f^t \odot s^{t-1} \), while the input signal of the current word is adjusted through input gate \( G_I^t \odot f(\mathcal{U_s}x^t) \). In this way, the LSTM network divides the current input signal and previous memory of the context and makes it possible to select different information sources via gates based on different current or context information; while SRNN is limited to fixed weights and gains less flexibility.

The negligible weight of \( \mathcal{V_s} \) is constant after training and influences all test cases not restricted to the “as” phrases. Thus, during the test process, all cases can benefit from the independence of current and previous information since LSTM could select information from the two source independently via the gates for all inputs.

As a matter of fact, we provide two examples of the advantages of such independence in this paper. For the cases of “as” phrases, we show how the LSTM model adapts to the previous signal and blocks the input in Section 5.3.4. Meanwhile, to further demonstrate the flexibility of LSTM, we provide situations where LSTM forgets the context and lays stress on the current input in Section 5.4.

There are other patterns extracted in Section 5.1 where LSTM outperforms SRNN. The application situations of these cases, such as adverbs, are complicated and not suitable to be analyzed as instances here. However, since same connection weights are shared in all test cases, the process handling these patterns is also covered by the generality of Formula (17).

5.3.4. Information Selection in “as” Phrases

Since we know that an LSTM has the capacity to adjust the current and previous signal independently, we can describe the difference of the process of LSTM and SRNN handling “as” phrases. Figure 6 shows the illustration of the internal mechanisms of SRNN and LSTM units at the run-time of the test. It is notable that each gate \( G^t \) (no matter whether an input gate or a forget gate) is represented by a vector of real numbers \( g^t_h \in (0, 1) \), and the length of the vector is equal to the size of hidden layer \( H \).

\[
G^t = (g^t_1, g^t_2, ..., g^t_{H-1}, g^t_H)
\]  

(18)

If most numbers in the gate vector are close to zero, the signal getting through it will be squashed to a very small value after element-wise multiplicative operation. Thus, we consider that the gate
blocks the signal if most numbers in the gate vector are close to zero instead of one, and the mean value $m^t$ of these numbers is the appropriate metric indicating the gate blocking or keeping the information.

$$m^t = \frac{\sum_{i=1}^{H} g_{ih}^t}{H}$$

Specifically, for the convenience of understanding, if the mean value $m_t$ of the real numbers in a gate vector (which may be the input gate or forget gate here in Figure 6) is less than 0.3 (which is an empirical threshold small enough to ensure the signal through the gate becoming less crucial), we consider that the gate blocks most information and tag it as a “close” gate in Figure 6. SRNN shares same connection weight every time step, getting information from both connections no matter what the current input is; while LSTM could select the sources of information through the gating operation according to different current input and context information. As shown in Figure 6a,b, in the right-to-left precess, SRNN gets information from both the previous adjective and current “as”, while LSTM squashes the input to a very small value (with the average input gate value less than 0.3) and gets major sentiment information from the previous state in the CEC unit. This leads to the large flexibility gap of the two models accommodating the context information as described in Section 5.2: SRNN tags most beginning words as non-sentiment, while LSTM could adapt to the following words.

Meanwhile, in (backwardly) the previous time step, as visualized in Figure 6c,d, LSTM gets information from both sources with both gates open, bringing information of the continuous word, as well as the disconnected token to the leftmost tag.

![Figure 6. Illustration of the internal mechanisms of the SRNN and LSTM units at the run-time of the test. Gates with the label “close” indicate the multiplicative gating operations compressing the signals to very small values. We consider the gate as a close one if the mean value of the activations of the gate is less than 0.3; otherwise, we see it as an open gate. (a) Right-to-left process of the SRNN handles the word “as” followed by an adjective; (b) Right-to-left process of the LSTM handles the word “as” followed by an adjective; (c) Right-to-left process of the SRNN handles an adjective followed by the word “said”; (d) Right-to-left process of the LSTM handles an adjective followed by the word “said”.](image)

### 5.4. Forget at the Boundary

During the cross-validation, it is also found that, at the edges of the opinion expressions, the outputs of LSTM change more dramatically and sensitively than SRNN. Before statistical analysis,
we firstly show an example to visualize such a phenomenon. We use \( d \) to describe the algebra difference of the probability of the current word being in or not in an opinion expression.

\[
d_t = \max (p(y_t = B), p(y_t = I)) - p(y_t = O)
\]  

where \( p \) is computed based on the softmax activations. Thus, \( d \in [-1, 1] \) represents the confidence of models tagging the specific word as part of the sentiment expression. If \( d_t > 0 \), the \( t \)-th token tends to be part of the opinion expression and will be tagged as “B” or “I”, while \( d_t < 0 \) indicates that the word is outside subjective expressions and will be tagged as “O”.

The \( d \) values of all input time steps in the example are plotted in Figure 7. It could be found that the LSTM curve adapts quickly to the gold standard (“GOLD” area in the figure) binary-value of –1 and one, while the SRNN curve changes slowly and misclassifies several tokens.

**Figure 7.** Comparison of the confidence of recurrent models tagging a token as part of sentiment expression.

Generally, the LSTM curve is steep, while the SRNN curve is gentle. To explicitly evaluate it, we compute the output change (OC) of the confidence in one time step:

\[
OC = d_t - d_{t-1}
\]

and compare the output change on the edges of opinion expression between LSTM and SRNN.

Table 7 shows the comparison of the output change at the boundaries of opinion expressions. LSTM shows a more dramatic approximation to the annotated label than SRNN.

**Table 7.** Output change at the boundaries of opinion expressions. OC: output change.

<table>
<thead>
<tr>
<th>Tag at Time ( t-1 )</th>
<th>Tag at Time ( t )</th>
<th>Model</th>
<th>OC</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>B</td>
<td>SRNN</td>
<td>0.44</td>
</tr>
<tr>
<td>O</td>
<td>B</td>
<td>LSTM</td>
<td>0.49</td>
</tr>
<tr>
<td>I or B</td>
<td>O</td>
<td>SRNN</td>
<td>−0.56</td>
</tr>
<tr>
<td>I or B</td>
<td>O</td>
<td>LSTM</td>
<td>−0.62</td>
</tr>
</tbody>
</table>
As described in Section 5.3, the information of the previous time step almost comes from the CEC unit through the forget gate. Statistically, the average value of the activations of forget gates at boundaries is smaller than that not at the edges (0.483 vs. 0.549), namely LSTM actually tends to forget the context at the boundaries of opinion expressions. In this way, the output could change more dramatically and lead to a steep curve simulating the gold standard value better. Such an adaptive ability of forget gates makes the model more flexible and expressive than SRNN.

5.5. Source of the Advantages of LSTM

We have described how LSTM adapts to the context information in Section 5.3 and how the network forgets the context in Section 5.4. Through these two instances, we can gain an insight into the advantages of LSTM over SRNN.

SRNN shares same eclectic connection weight every time step, while LSTMs: (1) provide alternative access to context information besides recurrent connection through CEC units; (2) could divide the source of current and context signals with (almost) blocked recurrent connection by learning a negligible weight; (3) select the sources of information through multiplicative gating operations according to different current input and context information; and (4) finally, achieve a more flexible and suitable representation.

6. Conclusions

In this paper, we have explored extracting opinion expressions with long short-term memory. Tested on a public dataset, the proposed architecture achieves new state-of-the-art results, outperforming CRF-based models and deep Elman-type RNNs on both ESE and DSE extractions. Bidirectional LSTMs gain remarkable capacities to learn context interactions even in a shallow form with a relatively small hidden size. Not content with leaving the internal mechanism of LSTM unknown, we also analyze internal activations of LSTM in a new micro perspective. We gain some insight into the advantages of LSTMs handling opinion expressions, including dividing previous memory and current input with small recurrent connection and choosing information through the element-wise multiplicative gating operations.
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