Article

Selecting Video Key Frames Based on Relative Entropy and the Extreme Studentized Deviate Test †

Yuejun Guo 1, Qing Xu 1,*, Shihua Sun 1, Xiaoxiao Luo 1 and Mateu Sbert 2,*

1 School of Computer Science and Technology, Tianjin University, Yaguan Road #135, 300350 Tianjin, China; guoyuejun13@gmail.com (Y.G.); sunshihua.stu@gmail.com (S.S.); luoxiaoxiao2014@gmail.com (X.L.)
2 Graphics and Imaging Lab, Universitat de Girona, Campus Montilivi, 17071 Girona, Spain
* Correspondence: qingxu@tju.edu.cn (Q.X.); mateu@ima.udg.edu (M.S.); Tel.: +86-22-27406538 (Q.X.);
† This paper is an extended version of the paper entitled “Key Frame Selection Based on KL-Divergence”, presented at IEEE International Conference on Multimedia Big Data (BigMM 2015), Beijing, China, 20–22 April 2015.
†† This paper is an extended version of the paper entitled “Key Frame Selection Based on KL-Divergence”, presented at IEEE International Conference on Multimedia Big Data (BigMM 2015), Beijing, China, 20–22 April 2015.

Academic Editor: Kevin H. Knuth
Received: 11 January 2016; Accepted: 15 February 2016; Published: 9 March 2016

Abstract: This paper studies the relative entropy and its square root as distance measures of neighboring video frames for video key frame extraction. We develop a novel approach handling both common and wavelet video sequences, in which the extreme Studentized deviate test is exploited to identify shot boundaries for segmenting a video sequence into shots. Then, video shots can be divided into different sub-shots, according to whether the video content change is large or not, and key frames are extracted from sub-shots. The proposed technique is general, effective and efficient to deal with video sequences of any kind. Our new approach can offer optional additional multiscale summarizations of video data, achieving a balance between having more details and maintaining less redundancy. Extensive experimental results show that the new scheme obtains very encouraging results in video key frame extraction, in terms of both objective evaluation metrics and subjective visual perception.

Keywords: relative entropy; square root of relative entropy; extreme Studentized deviate test; video key frame selection; multiscale key frames; wavelet video

1. Introduction

In the era of big data, digital video plays an increasingly significant role in many engineering fields and in people’s daily lives [1]. This means that a good and quick way to obtain useful information from video sequences of various kinds is largely needed in practical applications, such as fast video browsing [2], human motion analysis [3], and so on. It is widely accepted that video key frame selection is very important to this issue [4]. Generally, the key frames extracted from a video sequence are of a small number, but can represent most of the video content; thus, key frame extraction is a reasonable and quick abstraction to reflect the original video information [5,6].

In general, due to its fast running and easy implementation, shot-based key frame extraction is probably the most used framework for video summarization in practice [5,7,8]. Needless to say, dealing with video data of any kind is valuable for real applications [9,10]. Notably, information theory tools, which are good at the management of “abstract and general information” embedded in video sequences, are very fit for being deployed in extracting key frames, as has been certified by previous works [11–14]. Furthermore, wavelet video sequences are popularly used in actual application scenarios [15], and performing key frame selection on wavelet videos directly is
The topic of this paper is to present a new shot-based approach for the key frame selection, for the sake of efficiently and effectively obtaining representative content of video sequences of any kind. This work improves on and extends our preliminary version [16] with six points. First, the proposed technique extends the utilization of relative entropy (RE) [17] as a distance measure of neighboring video frames. Considering that the utilization of the square root of RE (SRRE), compared to the use of RE, can better discriminate the video content change, which is small, but notable, SRRE is newly adopted to measure the distance between video images for key frame selection. Second, in order to locate shot boundaries, we propose a new method based on the widely-used extreme Studentized deviate (ESD) test [18] and on an adaptive correction. Third, we propose to use a novel normalization way to finely identify the sub-shots with large content changes. Fourth, our new approach can deal with both common and wavelet video sequences. As for handling wavelet video sequences, shot and sub-shot identifications are respectively recognized by using the coarsest and finest scale coefficients. This is because the shot cut means a video scene change, and the sub-shot location depends on the delicate and complex content variation within a shot. The respective uses of the coarsest and the finest scale coefficients result in good computing efficiency. Fifth, for wavelet video data, a new way is advanced to extract key frames from sub-shots with big content changes satisfactorily. Sixth, we provide a multiscale video summarization, balancing the elimination and maintenance of redundant key frames. In this way, both rich information introduced by the redundancy and compactness of video summarization can be well considered. The experimentation conducted shows that the proposed scheme acts very effectively and very quickly.

This paper is structured as follows. In Section 2, we introduce the related work on key frame selection approaches. Section 3 describes our proposed key frame selection approach in detail, which includes shot boundary detection, sub-shot location and key frame extraction. Section 4 discusses the multiscale video summarizations. Section 5 presents experimental results and the discussion. Finally, Section 6 presents the concluding remarks and future work.

2. Related Work

A vast amount of work has been done on the key frame selection algorithms in the past; the reader can consult the two survey works [5,6] for more details. Generally, shot-based key frame selection methods are the main option for practical use, due to their simple mechanism and good running efficiency [8,19]. It is worth pointing out that the distance between video frames plays a vital role in shot-based video key frame extraction [20]. Additionally, let us remark that information theoretic measures are general enough to be particularly suitable as distance metrics of video frames for key frame selection on video sequences of any kind [9,10], as has been demonstrated by some typical attempts [11–14].

Mentzelopoulos et al. [11] present a scheme that uses the classical Shannon entropy for the probability histogram of intensities of the video frame. The entropy difference (ED), which is the distance between the Shannon entropies of neighboring video frames, is computed and accumulated in the sequential processing of video frames. A key frame is obtained when the accumulation value of sequential EDs is large enough. This method is simple and efficient. However, the key frames generated are not distributed very well to represent the video content. Černeková et al. [12] exploit the mutual information (MI) to measure the content change between video frames. Then, shot boundaries and also the key frames within a shot are obtained according to whether the video content change is large or not. This scheme can have very encouraging results. Unfortunately, it is necessary for MI to calculate the joint probability distribution of two image intensities. If the video content changes largely, for instance a significant object motion occurs, then the sparse distribution of joint probability causes an incorrect estimation of MI, decreasing the performance of key frame extraction. Interestingly enough, Omidyeganeh et al. [13] utilize the generalized Gaussian density (GGD)-based
approximation to greatly compress the pure finer-scale wavelet coefficients of video frames and use the Kullback–Leibler divergence on these compressed frames to obtain the frame-by-frame distance for identifying the shot and sub-shot (where the word “cluster” is used in their paper) boundaries. A key frame is obtained for each sub-shot, being as similar as possible to the images in this sub-shot and, at the same time, as dissimilar as possible to the video frames outside. It ought to be indicated that, although the Kullback–Leibler divergence is the same as the RE, as called in this paper, our proposed technique is significantly different from the method presented in [13]. First, we utilize the coarsest wavelet coefficients for shot division and the finest scale coefficients for sub-shot detection, while the scheme in [13] only applies the finer scale coefficients for the partitioning of both shot and sub-shot. In fact, the only use of the finer scale coefficients is not enough for shot detection, as has been pointed out in Section 1. Second, the adoption of the very large compression of the wavelet coefficients with GGD in [13] worsens the overall performance of the key frame selection. On the other hand, our proposed method does not rely on the compressed wavelet coefficients and achieves better key frame results. Third, the efficiency of the technique in [13] is very low because each key frame candidate has to be compared to all of the video images of the entire video, in contrast to our mechanism of obtaining key frames, which can result in much faster outputs.

Good results on key frame selection based on entropy-based Jensen divergence measures are achieved in [14]. The entropic index free Jensen–Shannon divergence (JSD) works very well for key frame extraction [14]. It is important to emphasize that the Jensen–Rényi divergence (JRD) and Jensen–Tsallis divergence (JTD) have been also employed in [14]. It is true that JRD and JTD can achieve better performance than JSD, but, for the sake of investigating the use of the generalized entropies, such as Rényi and Tsallis, in the real key frame selection tasks, the optimum values for the entropic index for different video sequences are varied [14]. As a result, it is very difficult for users to easily have a good entropic index well applied for all of the videos from the perspective of doing key frame selection. This kind of practical difficulty makes the generalized entropies little useable in real applications (see an example on document processing [21]). In this paper, our attempt focuses more on the execution efficiency. After observing that JSD can be actually considered as an average of two versions of RE [17], we aim to investigate RE and especially SRRE for video key frame selection. Moreover, compared to our previous work [14], this paper proposes six extended improvements, introduced in Section 1.

3. Proposed Approach for Key Frame Selection

Basically, the core computational mechanism of our proposed novel approach for key frame selection is that a video sequence is firstly divided into a sequence of shots by utilizing the ESD test [18], and then, each shot is further segmented into several sub-shots. Within each sub-shot, we select one key frame by different manners according to whether the video content changes largely or not. We are going to focus on studying the key frame selection performance of the proposed approach based on RE and SRRE as the important distance measures for video frames (see Section 3.1). The entire procedure of our key frame extraction algorithm is illustrated in Figure 1, and further details can be seen in Sections 3.2, 3.3 and 3.4. The multiscale summarization, which can be an optional additional part of our proposed approach, is explained in Section 4.

Generally, many key frame selection literature works deal with the common video sequence in which the video frame is organized by pixel values [22]. Actually, in practical applications, wavelet video sequences can be directly obtained and used from wavelet-based compressed data [23], such as the widely-used discrete wavelet transformation coefficients [15], which can significantly reduce the data volume and simultaneously retain most of the original information. Thus, we extend our approach to run on wavelet video sequences. In this case, we propose a new design for choosing a key frame from the sub-shot with a large content change, as explained in Section 3.4.
3.1. Distance Measure

The proposed key frame selection technique utilizes relative entropy (RE), which is indeed one of the best known distance measures between probability distributions from the perspective of information theory [17], to calculate the distance of neighboring video frames to partition a video sequence. As a matter of fact, the valid application of RE has been reliably verified in mathematics and in quite many engineering fields, such as neural information processing [24], due to its theoretical and computational advantages [25]. It is noted that a widely-used information theoretic measure, namely the Jensen–Shannon divergence (JSD) [26], has been demonstrated to evaluate the distance between video images well for selecting key frames [14]. Importantly, two REs are summed to make the average to obtain the JSD [26], and as a result, the distance between video frames calculated by RE is faster than that by JSD. The main motivation of this paper is to take advantage of the classical RE to run the key frame extraction on video sequences of any kind fast enough and meanwhile with few memory costs. Additionally, in this case, the proposed technique can be easily and effectively used for common consumers, for example meeting the requirement of being used on mobile computing platforms.

We adopt RE to measure the distance between the \(i\)-th and \((i + 1)\)-th frames, \(f_i\) and \(f_{i+1}\),

\[
d_{RE} (f_i, f_{i+1}) = \sum_{j=1}^{m} p_i (j) \log \frac{p_i (j)}{p_{i+1} (j)}
\]  

(1)

Here, \(p_i = \{ p_i (1), p_i (2), \ldots, p_i (m) \}\) is the probability distribution function (PDF) of \(f_i\), using the normalized intensity histogram with \(m\) bins (\(m = 256\)). Note that the distance between the two adjacent frames is, in our case, the sum value of the three RGB channels. Additionally, considering that the square root function can “emphasize” the distance between video frames with little content change to have a better ability for recognizing the differences between these small distances, as illustrated in Figure 2, we also propose to utilize the square root of RE, denoted by SRRE, as a distance measure for key frame selection:
Notice that, in fact, SRRE has been successfully used as the distance measure between two probability distributions in the field of statistics by Yang and Barron [27]. Particularly, for the sake of convenient testing, we use Haar transformation (four levels) on common videos as wavelet sequences used in our paper. Given a frame, coefficients in each wavelet transform sub-band of each transformation level are used to build up a PDF (here, the bin number is 10). For each transformation level, the RE or SRRE distance between the two corresponding sub-bands of two adjacent frames is first obtained; then, the sum of all of these distances in all of the levels is taken as the RE or SRRE distance between two frames. It is important to point out that we utilize the coarsest scale coefficients, which embody the basic information of video images, to perform shot detection (Section 3.2). Since the finest scale coefficients mainly describe the details of video frames, we apply them for sub-shot identification (Section 3.3). Notably, the respective uses of two kinds of wavelet coefficients help reduce the computational complexity.

3.2. Shot Boundary Detection

Given a video sequence with \( n_f \) frames, we first need to find the shot boundaries, each of which indicates a huge difference between two adjacent frames, so as to segment the video stream completely into shots without overlapping. To achieve this goal, we employ the distance ratio, which is the quotient between frame distance and neighbor average, and that has been shown to effectively present the difference of video images [14]. Thus, we firstly obtain the distance ratios for all of the frames of a video sequence. Outliers of these ratios can be considered as possible shot boundaries. Considering that the distance ratios follow a Gaussian distribution, as widely accepted in video summarization works [28], we make use of the powerful ESD test [18] to detect shot boundaries. The ESD test, which is a recursive generalization of the statistical Grubbs test [29], is usually used to detect more than one outlier [18].

Concretely, we compute the distance \( d \) between each two adjacent frames by RE Equation (1) or SRRE Equation (2) to obtain a distance ratio for each frame. The distance ratio of the \( i \)-th frame is defined as:

\[
\delta_i = \frac{d(f_i, f_{i+1})}{d_{\omega}(f_i, f_{i+1})}, i = 1, 2, 3, \ldots, n_f - 1
\]

where \( \omega \) is a temporal window containing \( \omega \) continuous adjacent frames around \( f_i \) (how to obtain the value of \( \omega \) will be explained in the next paragraph). Here:

\[
d_{SRRE}(f_i, f_{i+1}) = \sqrt{\sum_{j=1}^{m} p_i(j) \log \frac{p_i(j)}{p_{i+1}(j)}}
\]
is the neighbor average. Then, the ESD test [18] is utilized to detect the outliers with \( n \) degrees of freedom and significance level \( \alpha \):

\[
\max(\delta - \bar{\delta}) > \frac{n - 1}{\sqrt{n}} \sqrt{\frac{t^2_{a/n,n-2}}{n - 2 + t^2_{a/n,n-2}}}
\]

where \( \bar{\delta} \) and \( \sigma \) are the mean value and standard deviation of the corresponding testing distance ratios, respectively. \( t_{a/n,n-2} \) represents the critical value of a \( t \)-distribution with a level of significance of \( a/n \). In this paper, the degrees of freedom and significance level are respectively set as \( n = 100 \) and \( \alpha = 0.005 \), as commonly used for the ESD and Grubbs tests [30].

![Figure 3](image-url)  
**Figure 3.** An example of obtaining a range of adaptive thresholds used for the ESD-based shot detection. Due to the space limitation, the maximum and minimum ratio values versus window size for only three of all of the test videos are shown (black, green and blue colors correspond to the three videos). The “×” markers respectively on the dashed and solid lines shows the maximum and minimum distance ratios for the valid shot boundaries. The upper and lower bounds of the threshold, corresponding to the red dashed and solid lines, respectively, are also displayed.

Obviously, some outliers are possibly wrongly identified, since the ESD test is a probabilistic tool, and the confidence level cannot be absolutely 100%. Therefore, we propose an effective correction strategy to remove wrong outliers by an adaptive threshold \( \lambda \). If and only if the distance ratio corresponding to an outlier is not lower than \( \lambda \), then this ratio reflects a true outlier and indicates a valid shot boundary. To determine an appropriate \( \lambda \), we make use of a regression procedure [31] to operate on the maximum and minimum distance ratios, corresponding to different window sizes, for all of the valid shot boundaries of extensive test video sequences (see Figure 3 as an illustration). Considering that a standard frame rate of a video is 24 frames per second, which means there are generally 24 frames between two shots, as suggested in the literature [32], here, the window size \( \omega \) takes the odd numbers in \([3, 23]\). First, we obtain the global maximum and minimum distance ratios, denoted by \( A = \{a_\omega\} \) and \( B = \{b_\omega\} \) respectively, for different
window sizes. Additionally, an average of \( A \) and \( B \), \( C = \{(a_i + b_i)/2\} \), is computed. Then, a second-order polynomial regression method [31] is used to fit the upper bound of \( \lambda \) based on \( A \) and \( C \). Similarly, we obtain the lower bound based on \( B \) and \( C \). Finally, in this paper, we use \( \lambda \in [−0.005\omega^2 + 0.17\omega + 1.25, −0.005\omega^2 + 0.2\omega + 1.35] \). Notably, with larger \( \omega \), as a whole, the wrong outliers by the ESD test become more, as demonstrated in Figure 4, and also, the computational cost for shot detection grows higher (see Equation (4)); thus, we encourage the readers to use \( \omega = 3 \), and in this case, \( \lambda \) varies in \([1.715, 1.905]\).

**Figure 4.** The wrong rate (number of wrong outliers/number of outliers) increases consistently when the window size becomes bigger.

### 3.3. Sub-Shot Location

There may also exist a big content change within a video shot; thus, it is necessary to partition the shot into smaller sub-shots considering the possible object/camera motion [33]. For a given shot, we calculate the gradient of distance on the window of \( f_i \) by:

\[
\Delta (f_i) = d_\omega (f_i, f_{i+1}) - d_\omega (f_{i-1}, f_i)
\]

and then, we make use of an average of the normalized \( \Delta (f_i) \),

\[
\Delta_\omega (f_i) = \left[ \frac{\sum_{j=i-[(\omega-1)/2]}^{i+[(\omega-1)/2]} \Delta (f_j)}{\Delta_{\text{max}}} \right] / \omega
\]

for sub-shot detection. Here, \( \Delta_{\text{max}} \) is the maximum gradient within a shot under consideration. If \( \Delta_\omega (f_i) \) is larger than a preset threshold \( \Delta_\omega^* \) (\( \Delta_\omega^* = 0.5 \) in this paper), then we deem that there is a big enough content change at the \( i \)-th frame, namely the shot ought to be divided around \( f_i \). Two frames, with zero-approaching \( \Delta_\omega () \), temporally before and after \( f_i \),

\[
f_i^{\text{before}} = f_{\text{argmax}}\{|\Delta_\omega (f_j)| \leq \Delta_\omega^*, \text{for all } j<i \text{ in this shot}\}
\]
and:

\[ f_{i}^{\text{after}} = \arg\min_{j} \{ |D_{\Omega}(f_{j})| \leq \nabla_{\Omega}^{*}, \text{for all } j \neq i \text{ in this shot} \} \]  

(9)

are respectively located to be as the beginning and ending borders of the sub-shot based on \( f_{i} \), and this sub-shot has the large content change. Here, \( \nabla_{\Omega}^{*} \) is a predefined threshold (\( \nabla_{\Omega}^{*} = 0.05 \) in this paper). As a result, a shot is segmented into consecutive sub-shots based on all of the borders of the sub-shots possessing large content variations. Notice that the shots with small content changes do not need the further subdivision and are regarded as single sub-shots.

3.4. Key Frame Selection

As for the final key frame selection within each sub-shot, we propose two different methods according to the size of the content change. In a sub-shot, it may have either a large content change or not. For the former case, we select the frame that minimizes the sum distance between it and all of the others as the key frame. Additionally, for the second case, we simply choose the center frame.

In particular, for a wavelet video sequence, we propose a new manner to obtain the key frame of a sub-shot with a large content change. Considering that the distance of video frames is computed based on the finest scale wavelet coefficients and accordingly is an approximated calculation, the distance between directly adjacent frames is taken to reduce error in the obtention of key frames. Given such a sub-shot, beginning from \( f_{\tau} \) and ending at \( f_{\tau+m} \), we firstly obtain all of the RE or SRRE distances between each of two consecutive frames, \( \{d(f_{\tau}, f_{\tau+1}), d(f_{\tau+1}, f_{\tau+2}), \ldots, d(f_{\tau+m-1}, f_{\tau+m})\} \), and then, the key frame \( f_{\text{key}} \) is determined as the frame that minimizes the difference between \( d(f_{\text{key}}, f_{\text{key}+1}) \) and the average of all of the RE or SRRE distances:

\[ f_{\text{key}} = \arg\min_{j} \left| d(f_{j}, f_{j+1}) - \frac{\sum_{l=\tau}^{\tau+m-1} d(f_{l}, f_{l+1})}{m-1} \right| \]  

(10)

4. Multiscale Video Summarizations

Undoubtedly, achieving a set of compact key frames is important, and removing the redundant similar key frames can be used for this purpose [7]. However, a few redundancies may provide richer information on the video context, such as the duration of an important event, to help understand the video content more effectively. As an example, some redundancy of key frames can largely speed up the location of a specific video scene [34]. Considering this, we propose to offer the video key frames with different levels of detail, the so-called multiscale summarizations.

For each shot with more than one key frame, the distances between every two key frames are computed by RE Equation (1) or SRRE Equation (2), and then, the two with minimum distance are merged until only one key frame in this shot is left. Here, the merging rule, which is simple, but effective enough, is to remove the temporally latter key frame in the sequence. Then, for all of the key frames left, each of which corresponds to a shot, a similar merging procedure is used repeatedly, and finally, only one key frame is left for a video sequence. More concretely, given a video sequence \( V \), we obtain its multiscale summarizations, \( K = \{ K^{i} \} \ (i = 1, 2, \ldots, N) \), by using a hierarchical merging scheme, as shown in Algorithm 1. Here, \( K^{i} \) represents the key frames at the \( i \)-th scale, and \( V \supset K^{1} \supset K^{2} \supset \ldots \supset K^{N} \). \( K^{1} \) is generated by the proposed key frame extraction method, and \( K^{N} \) contains only one key frame. All of the multiscale summarizations are obtained, and in this case, users can understand the video content very well by observing the overview and details at different scales.
Algorithm 1: Hierarchical merging scheme for obtaining multiscale summarizations.

<table>
<thead>
<tr>
<th>Input: $K_1$: Key frames at the first scale of a video with $N_s$ shots</th>
</tr>
</thead>
<tbody>
<tr>
<td>${S_j} \ (j = 1, 2, \ldots, N_s)$: $S_j$ denotes the amount of key frames in the $j$-th shot</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Output: $K = {K'} \ (i = 1, 2, 3, \ldots, N_s)$: Key frames at different scales</td>
</tr>
</tbody>
</table>

begin

Initial $i \leftarrow 1$;
Output $K'$;
while $|K'| > 1$ do
  if $\exists S_j > 1$ then
    foreach $S_j > 1$ do
      Calculate distances between every two key frames from the $j$-th shot in $K'$ by RE (1) or SRRE (2);
      Merge two key frames with minimum distance;
      $S_j \leftarrow S_j - 1$;
    end
  end
  else if $\forall S_j \leq 1$ then
    Calculate distances between every two key frames in $K'$ by RE (1) or SRRE (2);
    Merge two key frames with minimum distance (suppose the temporally second key frame merged is in the $k$-th shot);
    $S_k \leftarrow S_k - 1$;
  end
  $i \leftarrow i + 1$;
Output $K'$;
end

$N \leftarrow i$;

Notice that our hierarchical merging uses two treatments to make the procedure efficient, which is quite meaningful when a video sequence is long. First, if there exists a shot having more than one key frame, the distance calculations are limited to the key frames from the same shot, since the distance between the key frames from the same shot must be smaller than that from different shots. Second, when merging two key frames, we remove the temporally latter one to directly reduce the redundancy.

Figure 5 exhibits the key frames at some scales extracted from a test video. The shot boundaries of this video are Frames [51, 99, 193, 231, 276, 309, 332, 354, 375, 397, 423, 467, 556, 604, 651, 722, 751]. At Scale 19, only one key frame is used to cover the most abstract information of the video content, which can be used, for example, as an icon to search a video from a video library quickly. The key frames at Scale 4 are dissimilar to each other as much as possible and concisely cover the original content of the video sequence very well. At Scale 3, there is only one key frame left for each shot, which represents the video content for all of the shots very well. Compared to Scale 4, the results at Scale 3 have somewhat of a redundancy since the key frames, #628 and #687, of two adjacent shots are similar, but this gives a useful cue/hint of the moving object. Scale 2 has more key frames and provides more information than Scale 3. For example, Scale 3 only outputs the frame #196 in a shot, but Scale 2 provides an additional frame, #206. Apparently, these two frames at Scale 2 can represent an activity more clearly. Besides, Frames #561 and #570 in the same shot at Scale 2 show more of the camera zooming in than by a single frame, #561, at Scale 3. Furthermore, Scale 1 possesses more “repetitive” similar video frames in the same shots than other scales, resulting in a better depiction of the shot content changes. This is obviously exemplified by the comparison between the frames #561, #570, #589 at Scale 1 and #561, #570 at Scale 2. Consequently, although the redundancy of the key frames is traditionally regarded as a performance degradation of the video abstraction, the multiscale outputs of the key frames with some redundancy suggest a balance between providing more video information and reducing similar frames. This gives an opportunity for efficient and effective understanding of the video sequence.
5. Experimental Results and Discussion

In this section, we present extensive tests on different characteristics of videos for the purpose of evaluating the performance of our proposed algorithm for key frame selection. All of the experiments are conducted on a Windows PC with Intel Core i3 CPU at 2.10 GHz and with 8 GB RAM. Notice that, in order to reduce the possible perturbations and noise, all of the key frame and runtime results are the average of five independent experiments.
5.1. A Performance Comparison Based on Common Test Videos

For the sake of a fair benchmark, we consider the methods using information theoretic distance measures in the shot-based computing mechanism. The RE- and SRRE-driven methods are firstly compared to the proposed algorithm using JSD, the approaches based on GGD [13] and MI [12], on the common video sequences. In addition, the algorithm applying the most classical Shannon entropy, namely the so-called ED [11], is introduced for this kind of comparison. All of the parameters associated with the comparing approaches are carefully determined by the trial and error method [35] based on extensive experiments to achieve the best possible performances, and simultaneously, the numbers of key frames issued by different methods are controlled to be as equal as possible. That is, the procedure of parameter tuning here can be considered as being split into training and testing steps, and all of the video sequences used are taken both as training and testing sets.

In tests, the video clips are composed of various contents. Namely, the videos may contain significant object and camera motions or not; they may have the camera moving, such as zooming, tilting and panning; also, they may have a fade in or out, a wipe and a dissolve as gradual transitions. These test videos are provided by “The Open Video Project database” [36]. Table 1 lists the main information on the 46 test video sequences; for convenient use, we rename all of these videos as 1–46.

Table 1. Test videos.

<table>
<thead>
<tr>
<th>No.</th>
<th>Length(s)</th>
<th>Frame Amount</th>
<th>Resolution</th>
<th>No.</th>
<th>Length(s)</th>
<th>Frame Amount</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>192</td>
<td>240 × 180</td>
<td>24</td>
<td>55</td>
<td>1673</td>
<td>352 × 240</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>502</td>
<td>320 × 240</td>
<td>25</td>
<td>58</td>
<td>1052</td>
<td>320 × 240</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>720</td>
<td>352 × 240</td>
<td>26</td>
<td>58</td>
<td>871</td>
<td>176 × 144</td>
</tr>
<tr>
<td>4</td>
<td>28</td>
<td>850</td>
<td>352 × 240</td>
<td>27</td>
<td>59</td>
<td>1798</td>
<td>320 × 240</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>436</td>
<td>320 × 240</td>
<td>28</td>
<td>59</td>
<td>1796</td>
<td>320 × 240</td>
</tr>
<tr>
<td>6</td>
<td>30</td>
<td>913</td>
<td>320 × 240</td>
<td>29</td>
<td>60</td>
<td>1181</td>
<td>368 × 480</td>
</tr>
<tr>
<td>7</td>
<td>30</td>
<td>751</td>
<td>320 × 240</td>
<td>30</td>
<td>87</td>
<td>2308</td>
<td>352 × 240</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>738</td>
<td>320 × 240</td>
<td>31</td>
<td>97</td>
<td>2917</td>
<td>352 × 240</td>
</tr>
<tr>
<td>9</td>
<td>30</td>
<td>901</td>
<td>368 × 480</td>
<td>32</td>
<td>120</td>
<td>2881</td>
<td>176 × 144</td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>930</td>
<td>352 × 240</td>
<td>33</td>
<td>155</td>
<td>4650</td>
<td>352 × 240</td>
</tr>
<tr>
<td>11</td>
<td>35</td>
<td>1049</td>
<td>352 × 240</td>
<td>34</td>
<td>189</td>
<td>5688</td>
<td>352 × 264</td>
</tr>
<tr>
<td>12</td>
<td>35</td>
<td>1056</td>
<td>352 × 240</td>
<td>35</td>
<td>195</td>
<td>5856</td>
<td>352 × 264</td>
</tr>
<tr>
<td>13</td>
<td>36</td>
<td>1097</td>
<td>352 × 240</td>
<td>36</td>
<td>196</td>
<td>5878</td>
<td>352 × 264</td>
</tr>
<tr>
<td>14</td>
<td>36</td>
<td>1097</td>
<td>320 × 240</td>
<td>37</td>
<td>199</td>
<td>5991</td>
<td>352 × 240</td>
</tr>
<tr>
<td>15</td>
<td>39</td>
<td>1186</td>
<td>352 × 240</td>
<td>38</td>
<td>213</td>
<td>6388</td>
<td>352 × 264</td>
</tr>
<tr>
<td>16</td>
<td>39</td>
<td>1169</td>
<td>320 × 240</td>
<td>39</td>
<td>380</td>
<td>11388</td>
<td>352 × 264</td>
</tr>
<tr>
<td>17</td>
<td>39</td>
<td>1169</td>
<td>352 × 240</td>
<td>40</td>
<td>513</td>
<td>15400</td>
<td>320 × 240</td>
</tr>
<tr>
<td>18</td>
<td>39</td>
<td>1186</td>
<td>352 × 240</td>
<td>41</td>
<td>871</td>
<td>26114</td>
<td>352 × 240</td>
</tr>
<tr>
<td>19</td>
<td>41</td>
<td>1237</td>
<td>368 × 480</td>
<td>42</td>
<td>1419</td>
<td>34027</td>
<td>512 × 384</td>
</tr>
<tr>
<td>20</td>
<td>42</td>
<td>1288</td>
<td>352 × 264</td>
<td>43</td>
<td>1431</td>
<td>34311</td>
<td>512 × 384</td>
</tr>
<tr>
<td>21</td>
<td>48</td>
<td>1460</td>
<td>320 × 240</td>
<td>44</td>
<td>1479</td>
<td>35461</td>
<td>512 × 384</td>
</tr>
<tr>
<td>22</td>
<td>49</td>
<td>1491</td>
<td>352 × 240</td>
<td>45</td>
<td>1520</td>
<td>36504</td>
<td>512 × 384</td>
</tr>
<tr>
<td>23</td>
<td>50</td>
<td>1097</td>
<td>320 × 240</td>
<td>46</td>
<td>1778</td>
<td>42635</td>
<td>512 × 384</td>
</tr>
</tbody>
</table>

Two commonly-adopted criteria, video sampling error (VSE) [37] and fidelity (FID) [38,39], are applied to evaluate the quality of key frames for representing the original video by different key frame extraction approaches. Notice that we obtain the similarity between two images for calculating VSE and FID according to the second model explained in [40]. This model defines an image as the combination of the average, the standard deviation and the third root of the skewness of the pixel values. In addition, we carry out formal subjective experiments to evaluate the performances by all of
the key frame selection algorithms. In this paper, we invite ten totally irrelevant students as referees to conduct a user study by giving ratings on different approaches. The referees are independent during the procedure and are asked to give performance evaluations of all of the methods with the score between one and five. Two major criteria provided for these referees to rank the quality of the key frames are: (1) good coverage of the whole video contents; (2) little redundancy between key frames. The final result is the average on all of the scores of ten referees.

As illustrated by the objective and subjective evaluations respectively shown in Figures 6 and 7 and the average (Avg) and standard error (SE) on the objective and subjective results separately presented in Tables 2 and 3, RE- and SRRE-based methods perform very close to the JSD-driven scheme, and furthermore, RE and SRRE behave better than JSD on some test videos. In addition, our method using RE and SRRE behaves largely better than the algorithms using ED, GGD and MI, and we analyze the reasons as follows. The coverage of the video content by the ED-based method is not satisfactory due to its computational logic. This method uses the accumulation of the differences of the adjacent video frames. If the video content changes are not evenly distributed over the whole sequence, the key frames by this method cannot cover the content well. The GGD-based technique just considers the finer scale coefficients to measure the distance between adjacent video frames, leading to the inaccuracy of shot detection, especially when the video includes rich content changes. As for the MI-based algorithm, the joint probability distribution needed by MI is sparse if large video content changes occur; then in this case, the distance between video images cannot be estimated satisfactorily.
Figure 6. Cont.
Figure 6. Objective comparisons of different methods. (a) Video sampling error (VSE) results from Videos 1–23; (b) VSE results from Videos 24–46; (c) fidelity (FID) results from Videos 1–23; (d) FID results from Videos 24–46. JSD, Jensen–Shannon divergence; ED, entropy difference; MI, mutual information; GGD, generalized Gaussian density.

Figure 7. Cont.
Especially, the proposed approaches using RE and SRRE run faster than the JSD-based technique. Notably, for example, on average, both RE- and SRRE-based methods use six seconds for extracting one key frame from 250 video images, while in this case, the JSD-driven scheme costs eight seconds, and we think this is because JSD needs more time to compute twice the KLD distance when measuring the distance between two frames. Surely, parallelism can be used for the computation of JSD, but unfortunately, the implementation complexity and some additional computational costs for parallelization limit its practical use, particularly considering that the purpose of the proposed technique is to do key frame selection on consumer computing platforms. The execution of other approaches for comparison is several times lower than the proposed technique. Runtime consumptions (in seconds) by different techniques are shown in Figure 8, and the average (Avg) and standard error (SE) on these runtime results are detailed in Table 4. Figure 9 presents the memory usage (in KB) by different methods, and Table 4 also lists the corresponding average (Avg) and standard error (SE) results. The memory cost by the JSD-based scheme is larger than those by the new algorithms using RE and SRRE, and the memory usage resulting from the approaches using ED, MI and GGD is much higher than that by the proposed technique.
Table 4. Average and standard error on runtimes and memory usage by 6 approaches.

<table>
<thead>
<tr>
<th></th>
<th>RE Avg</th>
<th>SE Avg</th>
<th>SRRE Avg</th>
<th>SE Avg</th>
<th>JSD Avg</th>
<th>SE Avg</th>
<th>ED Avg</th>
<th>SE Avg</th>
<th>MI Avg</th>
<th>SE Avg</th>
<th>GGD Avg</th>
<th>SE Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtimes</td>
<td>56.3199</td>
<td>17.6052</td>
<td>57.8966</td>
<td>17.9796</td>
<td>63.6442</td>
<td>18.7679</td>
<td>787.1878</td>
<td>237.6665</td>
<td>838.5448</td>
<td>251.6437</td>
<td>103.8613</td>
<td>30.0365</td>
</tr>
<tr>
<td>Memory</td>
<td>8742.7</td>
<td>466.8184</td>
<td>8891.6</td>
<td>460.2758</td>
<td>9513.3</td>
<td>562.7364</td>
<td>16,513</td>
<td>1556.3</td>
<td>16718</td>
<td>1630.3</td>
<td>38,529</td>
<td>3094.1</td>
</tr>
</tbody>
</table>

Figure 8. Runtime consumptions by different methods. (a) Runtimes from Videos 1–32; (b) runtimes from Videos 33–46.
Figure 9. Memory usage consumptions by different methods. (a) Memory usage from Video 1–32; (b) memory usage from Video 33–46.
Figure 10. Comparison of different methods on Video “25”. (a) Uniformly down-sampled images; (b) RE; (c) SRRE; (d) JSD; (e) ED; (f) GGD; (g) MI; (h) RE for wavelet video; (i) SRRE for wavelet video.

Visual results are compatible with the objective evaluations mentioned above, and Figure 10 gives such an example. It is obviously observable that the key frames obtained by the RE-, SRRE- and JSD-based methods can all represent and cover the original video very well. The visual appearance of the key frames by SRRE is better than that of the RE and JSD outputs, since both RE and JSD produce little repetition of similar key frames. This is exactly because the square root function can better handle the small distance between video images with small content changes. Apparently, the first frame, #19, and the last frame, #535, by the ED-based method cannot be the representatives
of the video content. The GGD-based scheme performs unsatisfactorily; for example, the last key frame, #535, does not give the correct representation of the video content. The key frames selected by the algorithm based on MI include unnecessary redundancies, missing some information of the original video.

It should be pointed out that both the proposed RE-/SRRE-driven technique and our JSD-based previous work make use of the same computational logic, namely the shot/sub-shot division, for key frame extraction, because this is for dealing with video sequences of any kind in a simple, but effective way to make our underlying operational mechanism general enough. Please notice that, at first sight, RE/SRRE and JSD act as the distance measure of video frames in the same framework, but in spirit, our approaches respectively based on RE/SRRE and JSD do have significant distinctions from the point of view of algorithmic robustness. In reality, besides the reduced execution complexity by the utilization of RE and SRRE, the proposed key frame selection technique, compared to our previous method using JSD, largely improves its algorithm robustness and, thus, its practical usability for common users. To sum up, the proposed method achieves several important improvements, including the utilization of the extreme Studentized deviate (ESD) test and a corresponding adaptive correction for shot detection, smart ways for identifying sub-shots for both common and wavelet videos and multiscale video summarization for better presenting the video contents. These improvements have been detailed in Section 1.

5.2. A Performance Analysis on the Use of the Square Root Function

As shown in Figure 11 and Table 5, our proposed method using RE and SRRE performs almost the same in most test videos; whereas, for the video sequences with small content changes, the technique based on SRRE behaves more satisfactorily. This is because the square root “highlights” the distance between the video frames where the content changes by a small quantity. For example, the cloud moving can be clearly provided by the two frames #1097 and #1127 in Figure 12c by SRRE, but this is not supplied by RE. In addition, the frames #640 and #879 in Figure 13c by SRRE distinctly represent two different consecutive scenes, while an unsatisfactory overlapping of the two scenes appears in the results by RE.

![Figure 11. Cont.](image-url)
Table 5. Average and standard error on objective results based on RE and SRRE.

<table>
<thead>
<tr>
<th></th>
<th>RE</th>
<th>RE for Wavelet Video</th>
<th>SRRE</th>
<th>SRRE for Wavelet Video</th>
</tr>
</thead>
<tbody>
<tr>
<td>FID</td>
<td>VSE</td>
<td>FID</td>
<td>VSE</td>
<td>FID</td>
</tr>
<tr>
<td>Avg</td>
<td>0.4838</td>
<td>3824.8</td>
<td>0.491</td>
<td>3889.1</td>
</tr>
<tr>
<td>SE</td>
<td>0.0204</td>
<td>953.4882</td>
<td>0.0174</td>
<td>965.125</td>
</tr>
</tbody>
</table>

Figure 11. Objective comparisons of RE and SRRE.

Figure 12. Key frames selected by our methods using RE and SRRE on common Video “15”.  
(a) Uniformly down-sampled images; (b) RE; (c) SRRE.
5.3. A Discussion on Dealing with Wavelet Video by RE and SRRE

Figure 11 and Table 5 demonstrate that our method using RE and SRRE obtains reasonable key frames for common videos. Furthermore, as for the gradual transitions, both the RE- and SRRE-based algorithms perform better on wavelet video sequences than on common videos. For example, the last three frames in Figure 14b obtained from the common video exhibit an unsatisfactory redundancy for the gradual transition; whereas, for the wavelet video, the gradual transition is demonstrated by Frame #2275 (Figure 14c) only, without any redundancy. Frame #2190 in Figure 14c extracted from the wavelet video presents less scene overlapping compared to #2242 in Figure 14b selected from the common video. Additionally, an apparent content change presented by Frame #594 in Figure 15c from the wavelet video is missed in Figure 15b, indicating that the key frame selection by SRRE operated on the wavelet video is of better content coverage than on the common video. Notably, within a shot, gradual transitions usually make the partition of this shot rather complex. As a matter of fact, gradual transitions can be mainly reflected by the finest scale coefficients. Fortunately, our partitioning of a shot for the wavelet video is based on the pure use of finest scale coefficients. Thus, the proposed technique driven by RE and SRRE achieves more desirable performance for wavelet videos than for common videos. It is additionally worth pointing out that, for shot and sub-shot detections, the respective employments of coarsest and finest scale coefficients lead to a better efficiency than the use of both types of wavelet coefficients. Lastly, but also importantly, because wavelet-based compressed video data can be easily obtained and used in many application scenarios, our effort in using RE and SRRE for wavelet video sequences is obviously beneficial to the wide deployment of the proposed key frame selection approach.
Figure 14. Key frames selected by our methods using RE on wavelet Video “30”. (a) Uniformly down-sampled images; (b) RE for common video; (c) RE for wavelet video.

Figure 15. Key frames selected by our methods using SRRE on wavelet Video “30”. (a) Uniformly down-sampled images; (b) SRRE for common video; (c) SRRE for wavelet video.

6. Conclusion and Future Work

We have shown, by extensive experimentation, that the relative entropy (RE) and square root of RE (SRRE) perform very efficiently and effectively as measures for evaluating the distance between video frames, both on common and on wavelet video sequences. Based on the distances obtained, the extreme Studentized deviate (ESD) test and the proposed adaptive correction have proven their success in locating shot boundaries. We have also demonstrated that our method using SRRE is more suitable than RE for key frame selection in videos with small content changes. Our proposal of
applying the coarsest and the finest scale coefficients, respectively, for shot and sub-shot detections has been proven to faithfully extract key frames from wavelet videos. Besides, our use of RE and SRRE for wavelet video sequences facilitates key frame selection on videos with gradual transitions. Finally, our technique can provide key frames at multiple scales, so that the balance between the redundancy and compactness offered by these key frames helps understand the video contents soundly and quickly.

Several improvements will be carried out in the future. Some measures that can be calculated faster will be explored to compute the distance between video frames. For instance, the maximum mean discrepancy [41] may be exploited for this goal. Image structure [42] can be taken into consideration for the distance calculation of video frames. Visualization and visual analytics [43] on multiscale key frames will be developed to ease the video browsing.
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