Decision-Making Model under Risk Assessment Based on Entropy
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Abstract: Decision-making under risk assessment involves dealing with the matter of uncertainty, especially in projects such as tunnel construction. Risk control should include not only measures to reduce the possible consequence of incident, but also exploration measures (information collecting measures) to reduce the uncertainty of the incident. The classical risk assessment model in engineering is $R = P \times C$ which only takes account of the assessment and decision-making of possible consequences. It cannot provide theoretical guidance for taking exploration measures. The paper presents an advanced methodology to assess the effectiveness of exploration measures in decision-making. The methodology classifies risk into two attributes: hazard (expected value) and uncertainty (entropy). On this basis, a generalized model of decision-making under risk assessment is proposed. This model extends the use of the classical assessment model to a more general case. The reason for taking exploration measures and assessment of such measures’ effectiveness could be explained well by this developed model. This model can also serve as a descriptive model for many risk problems and provide a decision-making basis for a variety of risk types. Moreover, the assessment process and calculation method are applied with some case studies.
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1. Introduction

Risk assessment and management are widely applied to large engineering projects with increasing frequency [1]. Several methods for assessing and managing risk have been established and supported by approved standards and guidelines [2]. Risk analysis may be qualitative, semi-quantitative or quantitative. The risk analysis and evaluation tools that are commonly used in geotechnical engineering and tunneling, include fault tree analysis (FTA), event tree analysis (ETA), bowtie diagrams, multi-risk analysis, probabilistic risk analysis (PPRA) [3-7], analytical hierarchy process (AHP) [8], bayesian networks (BN) [9–11], fuzzy logic and other artificial intelligence (AI) methods [12,13]. Recently, new approaches and methods have been developed in hazard assessment and risk analysis. Vicari et al. [14] provided an excellent means for assessing the hazard posed by ongoing effusive eruptions. For tunneling, attribute synthetic evaluation [15] and fuzzy mathematics [16–18] were used to assess the risk of water inrush in karst tunnels. Abdolreza [18] proposed a new methodology based on fuzzy logic for tunneling risk assessment. Choi et al. [12] presented a risk assessment methodology for underground construction projects. In terms of the methodology, an uncertainty model based on the fuzzy concept was built to evaluate risk. The fuzzy-based uncertainty model was designed to consider the uncertainty range that represents the degree of uncertainty involved in both (i) probabilistic parameter estimates and (ii) subjective judgments. Geographic Information System (GIS) technology was also used to dynamically predict the water inrush in the process of tunnel construction.
Construction [19]. Fouladgar et al. [20] used the TOPSIS method to solve multi-criteria decision-making problems in tunneling projects. The above studies laid a solid foundation for the development of risk assessment and provided the basis of decision-making.

Currently, decision-making under risk is based on the level of risk which is assessed by the previous risk analysis step. The level of risk is defined as the “magnitude of a risk or combination of risks, expressed in terms of the combination of consequences and their likelihood.” In general, risk can be described as a 2D combination of probability and consequence [21]. In other words, risk is a type of expected value. In addition, the decision-making model under risk is the expected utility model which was developed by von Neumann and Morgenstern [22]. However, uncertainty-related risk is more than just the expected value. Some researchers clarified the meaning of risk in other ways. Amundrud and Aven [23] classified risk into two types: risk = (C, P) and risk = (C, U), where C is the consequence of the activities studied, and U refers to uncertainty. He and Huang [24] proposed the risk attribute theory, which classified risk into four attributes: expected value, expectation and variance, entropy, and relative maximum absolute value.

Hence, decision-making under risk assessment is one of the fundamental issues and has been a heated issue in recent years [25–27]. Cornell and Dillon [28] explored the respective roles of risk and decision analysis in decision support. Many studies have been conducted to extend the classical decision-making model under risk [29–32]. Pedrycz and Chen [33] stated that decision-making is inherently interactive. The facets of interactivity and the iterative way in which decisions are formed gave rise to granular computing. Meanwhile, a special issue regarding granular computing [34–51] was published to systematically introduce granular computing and its application. It is worthy of future research to apply granular computing techniques to solve risk assessment problems. On the other hand, it should be noted that risk is highly related to uncertainty. The influence of uncertainty should be concerned of the decision-making under risk. The concept of entropy is used to quantify uncertainty [52–54]. Entropy has been found applications in many fields, such as statics, physics, communication, ecology, etc. [55]. Some researchers did creative and meaningful work to apply entropy to decision-making. Yang and Qiu [29] extended the classical decision model under risk to a more general case and proposed an expected utility-entropy (EU-E) measure of risk and a decision-making model. The model mainly reflected an individual’s intuitive attitude towards risk. Recently, Yang and Qiu [56] continue to improve the EU-E measure of risk and the decision model and proposed the normalized EU-E decision model. Additionally, an entropy-based approach is being applied in other fields [57,58].

The classical risk assessment in engineering is R = P × C. This model mainly takes account of the possible consequence of incident which consists of the probability and consequence of an incident. However, many risk questions are highly related to the uncertainty of the risk incident itself. The less information we know about the risk incident, the more uncertainty there exists in the risk incident and the less effective are the measures taken. When confronting deep uncertainty with insufficient information, one may first want to examine the effect of collecting information prior to making a decision.

The objective of risk assessment is to provide a basis for risk control measures, which should include pre-control measures to reduce the possible consequence of risk and exploration measures to reduce uncertainty. For example, the advanced geological forecast is widely used in tunnel construction. However, the question that arises here is what kind of measure should a decision-maker choose and why. The classical model only takes account of the assessment and decision-making of possible consequences. It cannot provide theoretical guidance for taking exploration measures. The initial aim of our recommended model is to solve this problem.

The paper presents a methodology to provide theoretical guidance for exploration measures (information collecting measures). The methodology classifies risk into two attributes: expected value and entropy. Expected value denotes the possible consequence of the risk incident and entropy denotes the uncertainty involved in the incident. Based on this methodology, a new decision-making model
under risk is proposed. This model extends the use of the classical assessment model to a more general case. Also, this model can serve as a descriptive model for many risk problems and provide a decision-making basis for variety of risk types.

2. Classification of Risk Problem

The processes and mechanisms of risk occurrence are discussed before analyzing the risk assessment model. The past, present, and future of our natural world are dominated by the laws of science, which are found or remain to be found. In our natural world, random or uncertain things are poorly understood. To some extent, the uncertainty in probability theory stems from our limited knowledge and cognition of our world. In this view, coin tossing is taken as an example. The final probability of each side of a coin is 0.5. However, if we know the initial state of the toss and the mechanics law dominating the movement of the coin, then we can know which side will appear. Thus, the probability is finite in this case.

If we apply the above thought to risk analysis, then a risk incident can be denoted by the following: the occurrence of incident A is determined by mechanisms and influencing factors that led to the occurrence of the incident. If the mechanisms and influencing factors are fully understood and clear, then the occurrence of the incident is certain. In this case, no risk exists in the incident.

We apply this thought to a general case. The occurrence of incident A is determined by the formula $y = f(x_1, x_2, x_3, \ldots, x_n)$, where $(x_1, x_2, x_3, \ldots, x_n)$ are the influencing factors leading to the occurrence of the incident, and $f$ is the operator of the formula. When $y \leq 0$, incident A does not occur. When $y > 0$, incident A happens. If $(x_1, x_2, x_3, \ldots, x_n)$ are certain and $f$ is clear or known, then $y$ is certain. In other words, risk is absent. This scenario can be expressed by the following formula:

$$P(A|x_1, x_2, x_3, \ldots, x_n) = 0 \text{ or } 1$$

(1)

The occurrence of the incident is uncertain when one or some values of $x_1, x_2, x_3, \ldots, x_n$ are uncertain or the mechanism is unclear. This case can be denoted as a risk incident, which is classified into two categories.

**Case 1.** One, or some, values of $x_1, x_2, x_3, \ldots, x_n$ are uncertain. For example, the value of $x_1$ is in an interval $[a, b]$. In this case, $y$ is uncertain and there is a certain probability distribution. The probability distribution of $y$ is related to the probability distribution of $x_1$. The occurrence probability of risk incident A can be expressed by the following formula:

$$P(A|x_1, x_2, x_3, \ldots, x_n) = P(y > 0)$$

(2)

**Case 2.** The form of the index set is transformed to $(x_1, x_2, x_3, \ldots, x_m, x_{m+1}, x_{m+2}, \ldots, x_n)$, where $(x_1, x_2, x_3, \ldots, x_m)$ represents the index set in which the influencing factors are clear and can be obtained, and $(x_{m+1}, x_{m+2}, \ldots, x_n)$ represents the influencing factors that are obscure and uncertain or whose values are hard to obtain. In consideration of the above unclear elements, an uncertainty exists in risk incident A. The state of incident A can be judged by the known influencing factors. Thus, we can obtain the following formula:

$$P(A|x_1, x_2, x_3, \ldots, x_m) = [0, 1]$$

(3)

For risk assessment, known experience/knowledge or statistical analysis of historical data can be used to obtain the formula between $(x_1, x_2, x_3, \ldots, x_m)$ and the occurrence probability of the incident as follows:

$$P(A|x_1, x_2, x_3, \ldots, x_m) = f(x_1, x_2, x_3, \ldots, x_m)$$

(4)

where the result is a probability constant when $x_1, x_2, x_3, \ldots, x_m$ are certain or a probability distribution when one or some values of $x_1, x_2, x_3, \ldots, x_m$ are uncertain.

In general, risk problems can be divided into the two above-mentioned cases.
3. Discussion of the Risk Assessment Model

3.1. Applicability of the $R = P \times C$ Classical Model

Classical risk assessment in engineering is $R = P \times C$. $P$ represents the probability of an incident while $C$ represents the consequence of the incident. This model mainly takes account of the hazard state of the incident, which consists of the probability and consequence of the hazard. However, many risk questions are highly related to the uncertainty of risk incidents. The less information we know about a risk incident, the more uncertainty there exists in the risk incident and the less effectiveness are the measures taken. The measures taken to reduce risk may not be so feasible under this circumstance. The final objective of risk assessment is to implement decision-making for risk disposition. Risk control should include not only measures to reduce the hazard of the incident, but also the exploration of measures to reduce the uncertainty of the risk incident.

For example, the risk pre-control measures for water inrush in a tunnel risk assessment include the following measures:

- The line of extra-long tunnel is designed to be of a gable slope for drainage.
- Comprehensive advanced geological forecasting, which includes conventional geological methods, comprehensive advanced geophysical exploration, and horizontal borehole advanced forecasting (five holes of every main tunnel section, and three holes of every parallel guide-pit tunnel), is applied in high-risk active fault regions and fault fracture zones.
- Comprehensive advanced geological forecasting, which includes conventional geological methods, comprehensive advanced geophysical exploration, and horizontal borehole advanced forecasting (three holes for every main tunnel section, and one hole for every parallel guide-pit tunnel), is applied in the syncline and anticline of the soluble rock region.
- According to the surrounding rock and water enrichment situation, a parallel driftway between the main tunnel and water enrichment area is excavated to reduce the water inrush hazard of the groundwater for the main tunnel.

Among the above measures, the first and fourth measures are aimed to reduce the possible hazard of water inrush. Meanwhile, the second and third measures are exploration measures which are aimed at gaining more information about the geological conditions. These measures all take a lot of time and cost a significant amount of money. Thus, it is necessary to evaluate what kind of measures to take before making a decision. However, the current classical risk assessment model cannot provide a feasible basis according to this circumstance.

We take Case 1 for further illustration.

Risk incident A is assumed to be influenced by elements $x_1, x_2$ and the formula is $y = \frac{x_1}{x_2} - 1$, where if $y \leq 0$ incident A does not happen, and if $y > 0$ incident A does happen.

For the value of $x_1, x_2$, the more accurate the information obtained, the more money spent. Table 1 shows the risk factors’ value and risk value after taking exploration measures whose cost is $T$.

<table>
<thead>
<tr>
<th>Risk Factors</th>
<th>Risk Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>$x_2$</td>
</tr>
<tr>
<td>Before taking exploration measures</td>
<td>(0, 2)</td>
</tr>
<tr>
<td>After taking exploration measures</td>
<td>(0.9, 1.4)</td>
</tr>
</tbody>
</table>
In Table 1, the value of $x_1$ is in an interval. There is no more specific information about $x_1$. According to the maximum entropy theory, $x_1$ obeys an even distribution. From Table 1, we can obtain the decreased value $\Delta R$ after taking exploration measures:

$$\Delta R = 0.5C - 0.8C = -0.3C$$

From the above formula, the risk value increases, rather than decreases, according to the typical risk assessment model. However, in essence, it decreases the risk after taking exploration measures which narrows the interval of $x_1$. The current risk assessment model cannot give a clear explanation for this question as the model does not take account of uncertainty.

3.2. Applicability Discussion of the Expected Utility-Entropy Model

Shannon [59], the founder of information theory, measured the objective uncertainty of the state of nature by entropy in his landmark paper. Entropy is used to represent the uncertainty degree of a system. After defining and calculating entropy, Yang and Qiu [29] proposed a new model based on the expected utility and entropy for decision-making under risk. In this model, the measure of risk when taking action is defined as:

$$R(a) = \lambda H_a(\theta) - (1 - \lambda) \frac{E[\mu(X(a, \theta))]}{\max\{E[\mu(X(a, \theta))]\}}$$

(5)

where risk is characterized by the combination of expectation and entropy, and entropy is used to represent the uncertainty of the outcome/income.

Fischer and Kleine [60] questioned this model and they argued that the new model violates basic normative principles and does not agree with the observed patterns of actual human behavior and risk perception. They took a concrete example to provide a clear interpretation. The example is as follows:

A lottery of the shape (10, 0.1; 10.01, 0.1; 9.98, 0.1; 9.95, 0.1; 10.02, 0.1; 10.05, 0.1; 9.97, 0.1; 10.03, 0.1; 9.99, 0.1; 10.04, 0.1) has a high entropy of 2.3, although the outcome is close to 10 in each possible state. However, the lottery (8, 0.5; 11, 0.5) has an entropy of 0.69. The expected values of the two lotteries are 10.014 and 9.5, respectively. According to expected utility and entropy theory, the second lottery would be more advisable than the first one. Not only does the former have a higher expected value, it also seems to be far less “risky”.

On the basis of the discussion in Section 3.1, the assessment model must consider the measure of uncertainty. However, the example in Section 3.2 easily demonstrates the limitation of expected utility and entropy.

The role of entropy in the field of risk decision theory could not be denied just because of the question of the expected utility and entropy model. The application of this model is based on certain preconditions. The examples of Fischer and Kleine [60] have a common feature, i.e., the casualness of the range. The formula of entropy indicates that entropy is highly related to the number of values of the range. The expected utility and entropy model is unsuitable when the number of values of the range is unlimited and the range interval is unstable. However, this new thought provides a meaningful idea on the uncertainty under risk.

For example, the outcome interval is (1, 2, 3, 4), and the corresponding probability interval is $(p_1, p_2, p_3, p_4)$. The following two choices are available:

- **a**: $p_1, p_2, p_3, p_4 = (0.25, 0.25, 0.25, 0.25)$
- **b**: $p_1, p_2, p_3, p_4 = (0, 0.5, 0.5, 0)$

The two choices have the same range, on the basis of the calculation, $E(a) = E(b) = 2.5; H(a) = 1.38; H(b) = 0.69$. Obviously, b would be the choice.

In risk assessment, the range is generally stable and complete with a definitive assessment object. Thus, entropy can be used to represent uncertainty as a part of the risk assessment model.
Risk consists of two parts: hazard and entropy. Hazard is characterized by $P \times C$ (in the presence of many outcomes, the formula can be $\sum_{i=1}^{n} P_i C_i$). Entropy $H$ represents uncertainty. If we take $\sum_{i=1}^{n} P_i C_i$ as an expected value, then expected utility and entropy can provide a reference for the risk assessment model. However, this model cannot simply be applied in risk assessment.

1. The expected utility and entropy model is different from the typical risk assessment model in application. The former is for the choice between different schemes. The objective of risk assessment is to provide a basis for risk disposition.

2. Entropy represents the uncertainty of different outcomes in the expected utility and entropy model. However, the first step in risk assessment is hazard classification. Risk control measures correspond with risk levels. Thus, entropy in risk assessment should be used to represent the uncertainty of risk levels. In addition, the calculation of entropy should be different from that of the expected utility and entropy model.

3. The value of entropy is not related to the expected value in the expected utility and entropy model. However, in this way, risk assessment does not make sense for the following reasons:

   (a) When the hazard is relatively small, people would not take measures to reduce the uncertainty no matter how large the uncertainty is. For example, people must choose between two ways ahead. No useful information for decision-making currently exists. People who make a wrong choice will suffer great losses. Under this circumstance, people would pay the price to obtain useful information. However, if the price of making a wrong choice is acceptable, people would not take measures to reduce the uncertainty of this state. In the expected utility and entropy model, high entropy means high risk. It does not make sense under this circumstance.

   (b) When the hazard is large, people would pay the price to obtain further information on uncertainty reduction. The more serious the consequences are when people make a wrong choice, the more people would spend on obtaining information.

Based on the discussion above, we propose a new risk assessment model founded on entropy under risk.

4. Our Recommend Approach

4.1. Entropy-Hazard Risk Assessment Model

A risk assessment model should consist of three elements: probability $P$, consequence $C$, and entropy $H$. Probability and consequence represent the hazard of risk, which is denoted by $R_1$. Entropy represents the uncertainty of risk, which is denoted by $R_2$. Risk assessment of the incident is conducted by analyzing the above three elements.

The objective of risk assessment is to provide a basis for risk control measures, which include pre-control measures to reduce the possible hazard of risk and exploration measures to reduce uncertainty. For example, advanced geological forecasting is widely used in tunnel construction. However, the question that arises here is what kind of measure should a decision-maker choose, and why. The initial objective of our recommended model is to solve this problem.

The classical risk assessment model is based on pre-control measures. Risk is classified into different levels that correspond to different pre-control measures. As shown in Table 2, the International Tunneling Association classifies risk into four levels: “unacceptable”, “unwanted”, “acceptable”, and “negligible” [61]. For the risk level “unacceptable”, measures must be taken regardless of the cost to reduce risk. The cost should also be in accordance with the profit that the decrease of risk makes.
Table 2. Classification of the risk level.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Disastrous</td>
</tr>
<tr>
<td>Very likely</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>Likely</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>Occasional</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>Unlikely</td>
<td>Unwanted</td>
</tr>
<tr>
<td>Very unlikely</td>
<td>Unwanted</td>
</tr>
</tbody>
</table>

On the basis of the above discussion, reducing entropy should be one part of risk control. The risk assessment model considering uncertainty should obey the following principles:

- When the hazard is relatively large, people would pay the price to reduce the uncertainty for risk control.
- No matter how large the uncertainty is, people would not take measures to reduce uncertainty when the hazard is small.
- If the hazard and uncertainty can be reduced to the same degree at the same cost, people would prefer choosing to reduce the hazard. For example, we assume that the hazard value of one incident is $R_1$ and the uncertainty value of that is $R_2$. When taking measures respectively, but at the same cost $T$, the hazard and uncertainty are reduced by 100%. People choose measures that reduce the hazard because risk is absent when the hazard value decreases to 0 regardless of the size of the uncertainty. By contrast, a risk still exists even when the entropy decreases to 0.

Risk assessment involving uncertainty can also be represented in economic terms. The economic terms involve two costs. One is the cost $T_H$ that the measures need to reduce uncertainty, and the other is the tolerance cost $T'_H$ decision-makers accept when taking measures to reduce uncertainty. Hence, making a decision by comparing the two costs is suitable.

When $T_H > T'_H$, measures should not be taken;
When $T_H < T'_H$, measures can be taken.

The next step is to obtain the tolerance cost $T'_H$.

According to the first and second principles above, the tolerance cost $T'_H$ and hazard value have a direct ratio, which is expressed below:

$$T'_H = \alpha R_1,$$

where $\alpha$ is an undetermined coefficient, and $\alpha > 0$.

Let $H'$ and $H$ be the entropy values after and before taking measures to reduce uncertainty, respectively. Then, the decreasing proportion would be $\frac{H - H'}{H}$. According to the third principle, the tolerance cost should not be larger than the product of the decreasing proportion and hazard, as shown in Equation (6):

$$T'_H < \frac{H - H'}{H} R_1$$  \hspace{1cm} (6)

According to formula (6) and $T'_H = \alpha R_1$, the final formula of $T'_H$ is represented below:

$$T'_H = \alpha \left( \frac{H - H'}{H} \right) R_1$$  \hspace{1cm} (7)

where $0 < \alpha < 1$, which represents the willingness of people to take measures to reduce uncertainty. The smaller $\alpha$ is, the less willing people are to pay the price to reduce uncertainty.
4.2. Calculation Method of Entropy

4.2.1. Calculation of the Entropy Value

Many uncertainty factors exist in risk assessment. Here, a question arises: which factor’s entropy should be taken as one part of the risk assessment model? We conduct the analysis on the two cases given in Section 2. The uncertainty analysis of the two cases is shown in Table 3.

Table 3. Uncertainty analysis of the risk incident.

<table>
<thead>
<tr>
<th>Case 1</th>
<th>Index Type</th>
<th>Influencing Factors</th>
<th>Risk Incident</th>
<th>Occurrence Probability</th>
<th>Consequence</th>
<th>Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>(x₁, x₂, x₃, ..., xₙ)</td>
<td>P(y &gt; 0), P(y ≤ 0)</td>
<td>P(y &gt; 0)</td>
<td>0 − ln(0.5)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Entropy Value</td>
<td>&gt;0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Case 2</th>
<th>Index Type</th>
<th>Influencing Factors</th>
<th>Risk Incident</th>
<th>Occurrence Probability</th>
<th>Consequence</th>
<th>Risk Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>(x₁, x₂, x₃, ..., xₙ)</td>
<td>P(y &gt; 0), P(y ≤ 0)</td>
<td>P(y &gt; 0)</td>
<td>0 − ln(0.5)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Entropy Value</td>
<td>&gt;0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

It should be noted that risk level is assumed to be classified into four grades, (R₁, R₂, R₃, R₄), where Rᵢ represents the hazard component and R₁ belongs to grade i.

For Case 1, factors with uncertainty are risk-influencing factors and risk incidents. The former represents the uncertainty of risk-influencing factors, and the latter means that uncertainty exists in the occurrence of the risk incident.

Let \( H(X) \) be the entropy value of risk-influencing factors and \( H(A) \) be entropy value of risk incident A. Thus:

\[
H(X) = f[H(x₁), H(x₂), H(x₃), ..., H(xₙ)]
\]

where \( H(xᵢ) \) is the entropy value of factor \( i \).

\[
H(A) = -P(y > 0)lnP(y > 0) - P(y ≤ 0)lnP(y ≤ 0)
\]

For Case 2, factors with uncertainty are risk-influencing factors, the risk incident, the occurrence probability, and the risk level. The meanings of the risk-influencing factors and risk incident are explained in Case 1. The uncertainty of the occurrence probability means that the occurrence probability is uncertain but obeys some probability distributions. Thus, the uncertainty of occurrence probability leads to the uncertainty of the risk level.

For Case 2, the entropy value formula of the risk-influencing factors and risk incident is the same as that for Case 1.

For the risk occurrence probability, if the occurrence probability obeys a discrete distribution, then \( H(P) \) can be denoted as follows:

\[
H(P) = - \sum_{i=1}^{n} P(Pᵢ)lnP(Pᵢ)
\]

If \( H(P) \) obeys a continuous distribution, then \( H(P) \) can be expressed as:

\[
H(P) = \int f(P)lnf(P)dp
\]
The entropy of the risk level is expressed as follows:

\[ H(R_1) = - \sum_{i=1}^{4} P(R_1^i) \ln P(R_1^i) \]  

(12)

where \( P(R_1^i) \) means the probability of \( R_1 \) belonging to grade \( i \).

The above discussion indicates that uncertainty has four types, namely \( H(X) \), \( H(A) \), \( H(P) \), and \( H(R_1) \). However, the type of uncertainty that can represent the second component \( R_2 \) of risk remains to be discussed.

Case 1 has only two choices: \( R_2 = H(X) \) or \( R_2 = H(A) \). \( H(A) \) is definitely 0 when \( H(X) \) is reduced to 0, but \( H(X) \) is not definitely 0 when \( H(A) \) is 0. For decision-makers, the occurrence of a risk incident is certain when \( H(A) \) is 0. Thus, reducing \( H(X) \) to 0 is unnecessary.

In the example in Section 3.1, \( H(X) \) is large and \( H(A) \) is 0 when the range of \( x_1 \) is \([2, 10]\). However, under this circumstance, decision-makers can definitely know that the incident will occur. Thus, reducing \( H(X) \) is not needed, and \( H(A) \) is taken as the value of \( R_2 \).

Case 2 has four choices: \( R_2 = H(X) \), \( R_2 = H(A) \), \( R_2 = H(P) \), or \( R_2 = H(R_1) \). When \( H(X) \) is reduced to 0, \( H(A) \) is not 0, and \( H(P) \) and \( H(R_1) \) are 0. \( H(A) \) is not 0 because the uncertainty of the risk incident could not be reduced in Case 2. Under this circumstance, \( H(P) \) is 0. \( H(R_1) \) is also 0 when \( H(P) \) is 0. However, \( H(P) \) may be not 0 when \( H(R_1) \) is 0. If \( H(R_1) \) is 0, then decision-makers can definitely know which risk level the incident belongs to. Thus, reducing \( H(P) \) to 0 is not needed.

For example, if the occurrence probability of risk obeys the even distribution \((0.3, 0.8)\) and the distribution of the risk level is \((1, 0, 0, 0)\), then decision-makers are certain that the risk belongs to \( R_1 \). Even if measures are taken to reduce the entropy of the occurrence probability, the final risk level will not change. Thus, we take \( H(R_1) \) to represent \( R_2 \) in Case 2.

4.2.2. Calculation Method of \( H' \)

As shown in Equation (7), the entropy value after taking measures is required to obtain \( T'_H \). According to Section 4.2.1, the entropy value means \( H(A) \) or \( H(R_1) \). In general, the precision of one or some factors can be predicted to be reduced to a certain range after taking measures. However, knowing the exact range is difficult. For example, if the precision of \( x_1 \) is predicted to be 0.2 after taking measures, then the value of \( x_1 \) is in the interval of \([a, a + 0.2]\). If we assume that the initial range of \( x_1 \) is \([0, 2]\), then the range of \( a \) is \([0, 1.8]\). The uncertainty of \( a \) leads to the uncertainty of \( y \). Hence, determining the value of entropy \( H(A) \) is difficult. However, the probability distribution of \( H(A) \) can be obtained by the probability distribution of \( a \) and the formula between \( y \) and \( x_1 \). \( E[H(A)] \), the expected value of \( H(A) \), can also be obtained through the probability distribution of \( H(A) \). Taking the expected entropy value as \( H' \) for entropy is reasonable after taking measures, such as the predictive entropy. Thus, \( H' \) can be expressed as follows:

\[
H' = \begin{cases} 
E[H(A)], & \text{Case 1} \\
E[H(R_1)], & \text{Case 2}
\end{cases}
\]

(13)

On the basis of the probability distribution of risk factors, data simulation can be performed using the Monte Carlo method to obtain the expected entropy value. According to the theorem of large numbers, the expected entropy value converges along with the increasing number of simulation times. Then, the final convergence value is the expected entropy value.

As shown in Figure 1, a certain variation of the expected entropy value exists when the number of simulation times is less than 30,000. Along with the increasing number of simulation times, the expected entropy value gradually converges to a stable value of 0.055.
5. Assessment Process and Case Study

Risk assessment should obey the principle that the uncertainty should initially be reduced, followed by the hazard. The specific risk assessment process is shown in Figure 2.

![Risk assessment process diagram](image_url)

**Figure 2.** Risk assessment process.

In addition, an algorithm is presented to describe the proposed approach in detail.
Step 1: Analyze risk incidents and obtain information about risk incidents, including influencing factors \(x_1, x_2, x_3, \ldots, x_n\) and their values.

Step 2: Enter the initial parameters: \(C, T_{H,i}\) (the cost of \(i\)-th exploration measures) and \(x_1, x_2, x_3, \ldots, x_n\).

Step 3: Determine the risk category to which the incident belongs and calculate \(P, H\).
   - If it belongs to Case 1, the probability \(P\) is calculated using formula (2), and \(H\) is calculated using formula (9);
   - If it belongs to Case 2, the probability \(P\) is calculated using formula (3), and \(H\) is calculated using formula (12).

Step 4: Calculate \(H'\) using formula (13) and calculate \(T_{H,j}'\) using formula (7). If \(T_{H,j} < T_{H,j}'\) (the tolerance cost of \(i\)-th exploration measures), continue to step 5; otherwise, skip to step 6.

Step 5: After taking measures, update initial parameters: \(x_1, x_2, x_3, \ldots, x_n, C, T_{H,j}\) and \(\alpha\). Calculate the updated probability \(P\) using formula (2) or (3).

Step 6: Determine whether to take risk control measures according to the value \(R_1\) and acceptance criteria. In addition, implement the next risk management plan. A simple example is made to provide a specific explanation.

The occurrence of risk incident A is related to several factors. Among the factors, \(x_1, x_2, x_3\) are currently known. According to the statistical analysis of historical data, the fitting formula between the occurrence probability of incident A and the influencing factors is:

\[
P(A) = 0.1x_1 + 0.07x_2^2 + 0.09x_2 + 0.05x_3,\]

where \(x_1, x_2, x_3 \in (0, 1)\).

The risk level and acceptable criterion are given in Table 4. The risk value is represented by the form of expense.

<table>
<thead>
<tr>
<th>Risk Level</th>
<th>Scope of Risk Component (R_1)</th>
<th>Risk-Acceptable Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R_1^1)</td>
<td>(&gt;10^6)</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>(R_1^2)</td>
<td>(10^5\sim10^6)</td>
<td>Unwanted</td>
</tr>
<tr>
<td>(R_1^3)</td>
<td>(5 \times 10^3\sim10^5)</td>
<td>Acceptable</td>
</tr>
<tr>
<td>(R_1^4)</td>
<td>(&lt;5 \times 10^3)</td>
<td>Negligible</td>
</tr>
</tbody>
</table>

According to experienced experts, the occurrence of incident A will cause a loss of \(5 \times 10^6\). The value ranges of \(x_1, x_2, x_3\) are \(x_1 \in (0.005, 0.03), x_2 \in (0, 0.3),\) and \(x_3 \in (0.05, 0.2),\) respectively. The occurrence probability of risk \(P\) and \(H(R_1)\) can be calculated using the Monte Carlo method. As the probability is uncertain, \(P\) is replaced with the expected probability. Then, we can obtain \(P = 0.0236\) and \(H(R_1) = 0.6754\). The probabilities of second-grade and third-grade risk levels are 0.6 and 0.4, respectively.

According to the analysis of experts, further exploration measures of \(x_1, x_2, x_3\) are given. The expense and expected effect are shown in Table 5.

Table 5. Expense and expected effect of exploration measures.

<table>
<thead>
<tr>
<th>Number of Measure</th>
<th>Target Factor</th>
<th>Expense</th>
<th>Expected Precision Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(x_1)</td>
<td>13,000</td>
<td>0.005</td>
</tr>
<tr>
<td>2</td>
<td>(x_2)</td>
<td>20,000</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>(x_2)</td>
<td>10,000</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>(x_3)</td>
<td>30,000</td>
<td>0.01</td>
</tr>
</tbody>
</table>
On the basis of Equation (7), $H'$ and $T'_H$ are calculated (here, we assume $\alpha = 1/5$) as follows:

Measure 1: $H' = 0.6743$, $T'_H = 38.44$
Measure 2: $H' = 0.1842$, $T'_H = 17,164$
Measure 3: $H' = 0.3173$, $T'_H = 12,502$
Measure 4: $H' = 0.6667$, $T'_H = 303$

Compared with the real expense, only the expense of Measure 3 is lower than the tolerance cost. Thus, Measure 3 would be the final choice. After taking Measure 3, the value range of $x_2$ is $(0.15, 0.25)$. The risk value is recalculated to obtain $P = 0.0289$ and $H(R_1) = 0.0358$. The entropy is rather small, and the risk level is in the second-grade risk level, the probability of which is 0.9942.

At this time, further uncertainty reduction is not needed. According to the risk-acceptable criterion in Table 4, the second-grade risk level belongs to the level “acceptable”. Thus, measures must be taken to reduce the hazard. However, the cost of measures must be larger than the profit the measures make. Then, the problem can be solved by the classical risk decision-making model.

6. Conclusions and Discussion

How to handle deep uncertainties is a main foundational issue in risk assessment and risk management. The question of how to define and measure uncertainty is particularly critical in decision-making under risk. Uncertainty is essentially the absence of information, which may or may not be obtainable. Classical decision-making under risk deals with choices of different risk control measures without regard for exploration measures, such as advanced geological forecasting in tunnel construction. Prior to making decisions, people may first want to examine the effect of collecting further information.

The objective of our proposed approach is to provide a basis for risk control measures, which should include pre-control measures to reduce the possible consequence of risk and exploration measures to reduce uncertainty. The paper presents a methodology to provide theoretical guidance for exploration measures (information collecting measures). The methodology classifies risk into two attributes: expected value and entropy. Expected value denotes the possible consequence of the risk incident and entropy denotes the uncertainty involved in the incident. Based on this methodology, a new decision-making model under risk is proposed. Finally, the following conclusions are drawn:

- The occurrence of risk incidents is assumed to be determined by a certain formula and influencing factors. On the basis of this assumption, risk incidents are classified into two categories.
- Uncertainty is taken as a part of the risk assessment model, and it is expressed by entropy. Importantly, the calculation formula of entropy is given under different circumstances.
- Entropy may be used to represent uncertainty under risk. With regard to the interrelation between hazard and uncertainty, a new risk assessment model based on entropy is developed.
- Decision strategies for reducing uncertainty are based on the value of information. Specifically, the comparison between reducing hazard and reducing uncertainty is expressed in terms of cost. If the value of collecting information, namely reducing uncertainty, is larger than that of reducing hazard, then the measures taken to reduce uncertainty are tolerable and available.
- Risk assessment under uncertainty involves a decision to reduce uncertainty or reduce hazard. The general assessment process of our model is based on the criterion that uncertainty is first reduced, followed by the hazard.

This paper confirms the feasibility of the new model by introducing examples. However, the model remains to be demonstrated in practical and universal decision-making problems under risk. By theory, the proposed model can serve as a decision-making basis for selecting measures that should be taken for certain problems. This model can serve as a descriptive model for many risk problems. Furthermore, this model might provide risk analysts with different ideas on the issue of risk management.
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