Increment Entropy as a Measure of Complexity for Time Series
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Abstract: Entropy has been a common index to quantify the complexity of time series in a variety of fields. Here, we introduce an increment entropy to measure the complexity of time series in which each increment is mapped onto a word of two letters, one corresponding to the sign and the other corresponding to the magnitude. Increment entropy (IncrEn) is defined as the Shannon entropy of the words. Simulations on synthetic data and tests on epileptic electroencephalogram (EEG) signals demonstrate its ability of detecting abrupt changes, regardless of the energetic (e.g., spikes or bursts) or structural changes. The computation of IncrEn does not make any assumption on time series, and it can be applicable to arbitrary real-world data.
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1. Introduction

Nowadays, the notion of complexity has been ubiquitously used to examine a variety of time series, ranging from diverse physiological signals [1–9] to financial time series [10,11] and ecological time series [12]. There is no established universal definition of complexity to date [13]. In practice, various measures of complexity have been developed to characterize the behaviors of time series, e.g., regular, chaotic, and stochastic behaviors [8,14–18]. Among these methods, approximate entropy (ApEn) proposed by Pincus [16] is one of the most commonly used methods. It is a measure of regularity of chaotic and non-stationary time series [19–23] and indicates the generation rate of new information [16]. It has been demonstrated that the more frequent similar epochs occur in time series, the lower the resulting ApEn is. However, ApEn lacks relative consistency and includes a bias towards regularity due to the self-match of vectors. Sample entropy (SampEn) [8] is conceptually inherited from ApEn but computationally counteract the shortcomings of ApEn, which excludes self-matches of vectors and demonstrates relative consistency [8,24]. SampEn demonstrates relative consistency and less dependence on data length. Nevertheless, for very short data length (less than 100), SampEn deviates from predictions due to correlation of templates [8].

Either ApEn or SampEn ignores the temporal order of the values in a time series. In 2002, Bandt and Pompe proposed the notion of permutation entropy (PE) based on an ordinal pattern. PE is conceptually simple, and computationally extremely fast, and robust against observational or dynamic noise. In recent years, PE had been widely applied to measure the complexity of a variety of experimental time series [25,26], in particular physiological signals [27–32]. These advantages make it suitable for analyzing data sets of huge size without any preprocessing and fine-tuning of parameters. An intriguing feature of PE is that time series is naturally mapped into a symbol
sequence by comparing neighboring values. However, this ordinal pattern ignores the relative sizes of neighboring values. Recently, Liu and Wang proposed fine-graining permutation entropy. A factor related to the magnitude of consecutive values of time series is added into the mapping pattern vector, so that the epochs with an identical ordinal pattern can be discriminated [33]. This fine-graining partition makes the modified version of PE more sensitive to abrupt changes in amplitude, such as bursts and spikes [34,35]. Another modified version of PE, is weighted-permutation entropy, introduced by Fadlallah and colleagues [36]. Similarly, they incorporated amplitude information into the pattern extracted from a given time series. As a result, the new scheme performs better when tracking the abrupt changes in signal. In addition, only inequalities between values in PE are considered, and these equal values are neglected. In practice, small random perturbations are added to break equalities during computation of PE [25]. For some signals with a quite a lot of equal values, e.g., heart rate variability (HRV) sequence, it is inappropriate to characterize the complexity of this signal by means of PE. Bian and his colleague [37] mapped all the equal values in an epoch into the same symbol as the equal value with the smallest index in this epoch. Results on HRV indicate that this scheme performs better for distinguishing HRV signals. PE symbolizes time series by the natural ordering of data without defining partitions, which concerns relative data relationship but ignores the size between adjacent data.

In this paper, we will introduce a new approach to measure the complexity of time series, termed increment entropy (IncrEn). We focus on the increments of signals because they indicate the characteristics of dynamic changes hidden in a signal. The basic idea is that each increment is mapped into a word with length of two letters, with a sign and its size coded in this word. Then, we calculate the Shannon entropy of these words [38–42]. This scheme endows IncrEn an ability to detect either energetic change or structural changes. Moreover, it is of conceptual simplicity. The increment entropy is computed on the differential of original time series. Differential operators enhance changes in signals, which makes increment entropy more sensitive to changes than variants of PE. In addition, IncrEn has taken into consideration of sign of change in symbolization. The remainder of this paper is organized as follows. Section 2 addresses the notion of increment entropy; Section 3 shows its performance both on synthetic trajectories and real-world data and comparison with PE and ApEn (or SampEn); Section 4 includes the discussion. Finally, we conclude our paper in Section 5.

2. Increment Entropy

Consider a finite time series \( \{x(i), 1 \leq i \leq N\} \), and construct an increment time series \( \{\nu(i), 1 \leq i \leq N-1\} \) from \( \{x(i)\} \), where \( \nu(i) = x(i+1) - x(i) \), \( N \) is the length of the time series \( \{x(i)\} \). For each positive integral value \( m \leq N \), we construct \( N - m \) vectors of \( m \) dimension from increment time series, \( V(k) = [\nu(k), \nu(k+1), \ldots, \nu(k+m-1)], 1 \leq k \leq N - m \). Then, we map each element in a vector \( V(k) \) into a word of two letters. The sign of each element is denoted as a letter (positive, negative, zero), \( s_{k+j} = \text{sgn} (\nu(k+j)), j = 1, \ldots, m-1 \). The magnitude of each element compared with other elements in the vector is quantified as another letter, \( q_{k+j}, j = 1, \ldots, m-1 \), which is dependent on the quantifying resolution \( R \). As a result, \( V(k) \) is mapped into a word of \( 2m \) letters \( w_k = \bigcup_{j=0}^{m-1} s_{k+j} q_{k+j} \). For the time series \( \{\nu(i)\} \), we obtain \( N - m \) words, \( \{w_k, 1 \leq i \leq N - m\} \). Given \( m \) and \( R \), a word of \( 2m \) letters has \((2R+1)^m\) variants. Let \( w_n \) denotes each unique word in the words \( \{w_k\} \), and \( Q(w_n) \) denote the total amount of any unique word \( w_n \) within \( \{w_k\} \). The relative frequency of each unique word \( w_n \) is defined as

\[
p(w_n) = \frac{Q(w_n)}{N-m}.
\]
Fix \( m \) and \( R \), the increment entropy of order \( m \geq 2 \) is defined as

\[
H(m) = - \sum_{n=1}^{(2R+1)^m} p(w_n) \log p(w_n). \tag{2}
\]

The procedure of the increment entropy is briefly summarized in Figure 1.

1. \( \{x(i), 1 \leq i \leq N\} \)
2. \( \{v(j) = x(i+1) - x(i), 1 \leq j \leq N - 1\} \)
3. For \( v(k) \in V(l) = [v(l), \ldots, v(l + m - 1)], 1 \leq l \leq N-m \) \( q(k) = f(v(k), m, R) \),
   where \( m \) is the order, \( R \) is the quantifying resolution.
   - \( s_k = \text{sgn}(v(k)) \)
   - \( w_l = U^{l \times m_{-1}}s_kq_k \)
4. For \( \{v(j)\} \), count the total amount \( Q(w_i) \) of any unique word \( w_i \) that occurs in \( \{v(j)\} \).
5. Compute the relative frequency of each unique word, \( p(w_i) = \frac{Q(w_i)}{N-m} \)
6. \( H(m) = - \sum_{i=1}^{(2R+1)^m} p(w_i) \log p(w_i) \)

**Figure 1.** Schematic description of the steps of the increment entropy.

As usual, \( \log \) is with base 2, and, thus, \( H \) is given in bit. In general, \( H(m) \) is normalized by \( m-1 \). Obviously, \( H(m) \) is bounded in \([0, m \log(2R + 1)]\). For example, for a series with ten values \( 3, 3, 2, -8, -5, 4, 20, 10, 11, 8 \), we generate an increment sequence \( 0, -1, -10, 3, 9, 16, -10, 1, -3 \) from the given series by a differential operator. There are a variety of ways to quantify the elements. Here, we take the order \( m = 2 \) and the resolution level \( R = 4 \). We quantify each element \( v(j) \) in a constructed vector \( V = \{v(j), j = 1, \ldots, m\} \) by the standard deviation of the vector using Equation (3).

In this illustration, the magnitude of increment is quantified by the standard deviation of increment epoch and the quantifying resolution. As a result, we get eight words as shown in Table 1, any of which is unique. Correspondingly, the frequency of each word is \( \frac{1}{8} \).

![Equation](image.png)

\[
q(j) = \begin{cases} 
0, & \text{std}(V) = 0 \\
\min\left( R, \left\lfloor \frac{\|v(j)\| \times R}{\text{std}(V)} \right\rfloor \right), & \text{std}(V) \neq 0.
\end{cases} \tag{3}
\]

\[
H(2) = -\frac{1}{8} \log\left(\frac{1}{8}\right) \times 8 = 3
\]

\[
h(2) = \frac{H(2)}{2-1} = 3
\]
Table 1. Symbolization process.

<table>
<thead>
<tr>
<th>Vectors</th>
<th>$s_1$</th>
<th>$q_1$</th>
<th>$s_2$</th>
<th>$q_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>-8</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-8</td>
<td>-5</td>
<td>-1</td>
<td>4</td>
</tr>
<tr>
<td>-8</td>
<td>-5</td>
<td>4</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>-5</td>
<td>4</td>
<td>20</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>10</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>11</td>
<td>-1</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>8</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Given an epoch of $m$ length, it could produce $(2R+1)^m$ possible formed patterns in IncrEn, but $m!$ patterns in PE. For smaller order $m$ (generally less than 10), $(2R+1)^m$ is roughly more than $m!$. Thus, IncrEn($m, R$) could be larger than PE for random or chaotic signals, whereas it is approximate to PE for regular signals. Similar to PE, IncrEn is calculated for different embedding dimensions $m$. It is a theoretical problem to determine a limit for large $m$. In [25], Bandt and Pompe recommend $m = 3, \ldots, 7$. Here, IncrEn is calculated with increment time series. A smaller data size compared to $(2R+1)^m$, will cause a bias in IncrEn. In practice, we recommend the order $m = 2, 3, 4, 5$. For a given $m$, an $R$ can cause $(2R+1)^m$ possible patterns. When $R$ is too large, IncrEn becomes over sensitive to noise. When $R = 0$, the symbolization is dependent on the signs of increments, which is identical to that employed in [43]. In practical purpose, we recommend the quantifying resolution $R \leq 4$.

3. Simulation and Results

We conducted simulations both on chaotic signals and regular signals (e.g., periodical signals) to examine IncrEn. We compared IncrEn with PE and SampEn on these synthetic data in various aspects, such as reliability for detecting abrupt change, data length effect, and stability.

3.1. Results on Logistic Time Series

First, we demonstrate that IncrEn can effectively and accurately indicate the complexity of dynamic system using the well-known logistic map $x_n = rx_{n-1}(1-x_{n-1})$ already shown in previous studies [25,33]. It is well known that the behavior of the logistic map varies with the parameter $r$. We generated 20,000 values of the logistic map with varying control parameter $r$ within [3.5, 4] and an initial value between 0.4 and 0.6. The bifurcation diagram of the logistic map is shown in Figure 2a. We calculate IncrEn of logistic sequence of different parameter $r$. IncrEn is completely consistent with the results in previous studies [25,33]. When the logistic map exhibits a periodic behavior, e.g., $r < 3.56995$ (approximate), IncrEn is much lower. From almost all initial conditions, the value $x_n$ approaches permanent oscillations among four values for 3.44949 < $r < 3.54409$ (approximately), and enters a period-doubling cascade (8, 16, 32, etc.). When $r$ approximately approaches 3.56995, the period-doubling cascade ends and chaos starts up. For most $r > 3.56995$, the sequence exhibits chaotic behavior, but, for certain ranges of $r$, it still shows non-chaotic behavior. For example, it oscillates among three values when $r$ approximately approaches 3.82843, and, when $r$ increases slightly, it oscillates among six values, then 12 values, etc. As shown in Figure 2b,c, IncrEn ($h_6$ and $h_8$) are much more sensitive to the transient instants. The functions $h_6$ and $h_8$ are quite approximate to each other. This justifies that IncrEn of a lower order is as effective as IncrEn of a higher order when being applied to real-world data [25].

We further examine the effects of Gaussian observational noise on IncrEn. Comparing Figure 2d with Figure 2c, the appearance of IncrEn is almost identical regardless of the observational noise. As shown in Figure 2d, IncrEn, $h_8$, only grows slightly, compared to that without noise, even in low-period window. This is very distinct from PE as PE is relatively larger in the low-period window, e.g., period-4 and period-3 windows (see Figure 2e in [25]).
Figure 2. Logistic equation for varying control parameter $r$ and corresponding IncrEn with varying scale. (a) bifurcation diagram; (b) increment Entropy, $h_6$; (c) $h_8$; (d) $h_8$ with Gaussian observational noise at standard deviations.

We examine the effect of data length on IncrEn. We take 100 time series with various data length. Each series is produced by the logistic map with $r = 4$ and an initial value between 0.4 and 0.6. We calculate the IncrEn of each series with $R = 4$. As shown in Figure 3a, $h_m$ decreases with $m$. IncrEn is very approximate when the data length is beyond $10^3$. The variance of $h_m$ is extremely small as shown in Figure 3b.

Figure 3. Order $m$ choice and data length effect. (a) mean $< h_m >$ of logistic map ($r = 4$) with $10^k$ data points ($k = 2, 3, 4, 5, 6$). Horizontal: embedding dimension $m$; (b) corresponding standard deviation $\sigma$ of $h_m$. 
3.2. Relationship to Other Approaches

The primary motivation of IncrEn is to characterize the magnitude of the relative changes of the values and instants that these changes occur in time series. IncrEn combines the concepts of entropy and symbolic dynamics, which is related to PE. If the quantifying level is 0, IncrEn($m, R$) reduces into IncrEn($m$), which is computed based on the sign correlation. In this case, IncrEn($m$) can be considered as a variant of PE in which the values in a vector are compared with only their nearest neighbors, rather than the every element in the vector. IncrEn quantifies the diversity of possible incremental patterns of the values in a time series. We further conducted simulations to illustrate the features of IncrEn and compared IncrEn with PE and SampEn.

3.2.1. Distinguishing Analogous Patterns

We construct a group of motifs, each of which is composed of four points in ascending order, as shown in the left panel of Figure 4. Although these motifs look similar, none of them is identical to other motifs. In IncrEn, these seven motifs are mapped into seven different patterns with order $m = 3$ and quantifying resolution $R = 4$, although their elements align with an identical order. However, they are transformed into an identical pattern in PE because all of them are in ascending order. This makes IncrEn more sensitive to changes hidden in time series. It is clear that the vector that forms the motif in Figure 4b is symmetrical to that in Figure 4g with respect to the vector in Figure 4a, and thus obviously their distance (e.g., Euclidean distance) to the vector in Figure 4a is equal. Therefore, those vectors with distinct appearances could not be effectively distinguished by SampEn and ApEn.

![Figure 4. Analogous motifs (a–g) and their corresponding patterns in IncrEn and PE.](image)

3.2.2. Detecting Energetic Change and Structural Change

In this paper, we further examine the applications of IncrEn on detecting energetic and structural changes. The previous studies have illustrated the failure of PE for detecting abrupt change in amplitude (see Figure 1 in [33], Figure 2a in [36]). Either spike or burst in signal is one kind of energetic change in signal. We simulated three kinds of signals: regular signal, regular one interspersed with energetic mutations, and regular ones interspersed with structural mutations. We randomly generated a group of real numbers that are denoted as an atomic epoch. Then, we changed the amplitude of the atomic epoch but kept its ordinal pattern to construct an energetic
mutation epoch. Likewise, a structural mutation epoch can be easily produced only by permuting the elements of the atomic epoch in reverse. A regular signal is produced by replicating the atomic epoch hundreds of times (see Figure 5a). Here, the atomic epoch is four random real numbers, and the energetic mutation is produced by multiplying it by a factor $\sqrt{2}$, and the structural mutation is produced by reversing its order. A regular signal is composed of 300 atomic epochs. Signals with energetic or structural change are composed of a large number of atomic epochs and a few mutation epochs. In Figure 5, we illustrated a group of simulated signals. We ran the simulation for 300 times. We computed IncrEn, PE, and SampEn on resultant data using various parameters ($R = 4, m = 2, 3, 4$ for IncrEn; $m = 2, 3, 4$ for PE; $r = 0.2\text{std}, m = 2, 3, 4$ for SampEn). We also calculated IncrEn with other quantifying resolution $R (R \leq 3)$ and obtain the similar results.

IncrEn, PE, and SampEn of each signal are presented in Table 2 (Mean ± std). SampEn for all signals presented in Figure 5 is equal to zero, which indicates that SampEn can hardly differentiate the signals with a few mutations from the original regular signal. SampEn fails to detect the subtle change, either energetic or structural. When the order is lower, $m = 2, 3$, PE for signals with energetic changes is almost equal to that for the original signal ($p > 0.05$ for $m = 2$; $p > 0.05$ for $m = 3$). PE is a little larger for signals with structural mutations than that for original signal. However, it is not significant, ($p > 0.05$ for $m = 2$; $p > 0.05$ for $m = 3$). When the order becomes higher, $m = 4$, PE is larger for signals with energetic mutations (0.4611 ± 0.0031) than the original regular signal (0.4600 ± 0), $p < 0.0001$. Similarly, PE is quite larger for signals with structural mutations (0.4766 ± 0.0048) than the original regular signal, $p < 0.0001$. IncrEn is significantly larger for signals with energetic mutations (0.4698 ± 0.0014) than the original regular ones (0.4600 ± 0) at the order $m = 4$ ($p < 0.0001$). It is also much larger for signals with structural mutations (0.4788 ± 0.0033) than the original one at the order $m = 4$ ($p < 0.0001$). At the order $m = 3$, IncrEn performs better than PE and SampEn, because both PE and SampEn can capture only structural mutations, $p = 0.0004$. IncrEn is more sensitive to a fraction of subtle structural changes than both PE and SampEn. At the order $m = 4$, both IncrEn and PE are significantly larger for signals with structural mutation than those with energetic mutation, $p < 0.0001$ for both. It indicates that both of them are capable of distinguishing structural mutation from energetic mutations.

![Figure 5](image-url)

**Figure 5.** Detection of energetic and structural change. (a) Regular time series consists of 300 identical atomic epochs that contain four random numbers; (b) Time series interspersed with three energetic mutation epochs (attenuation); (c) Time series interspersed with three energetic mutation epochs (enhancement); (d) Time series interspersed with three structural mutation epochs.
Table 2. Increment entropy (IncrEn), permutation entropy (PE), and sample entropy (SampEn) of regular signals, regular ones with energetic mutations, and regular ones with structural mutations.

<table>
<thead>
<tr>
<th>Entropy</th>
<th>Regular</th>
<th>Energetic Mutation</th>
<th>Structural Mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Regular</td>
<td>Energetic Mutation</td>
<td>Structural Mutation</td>
</tr>
<tr>
<td>m = 2</td>
<td>1.3235 ± 0.1380</td>
<td>1.3264 ± 0.1372</td>
<td>1.3529 ± 0.1378</td>
</tr>
<tr>
<td>m = 3</td>
<td>0.6849 ± 0.0379</td>
<td>0.6937 ± 0.0387</td>
<td>0.7044 ± 0.0388</td>
</tr>
<tr>
<td>m = 4</td>
<td>0.4600 ± 0.0000</td>
<td>0.4698 ± 0.0014</td>
<td>0.4788 ± 0.0033</td>
</tr>
<tr>
<td>PE</td>
<td>m = 2</td>
<td>0.6367 ± 0.0643</td>
<td>0.6367 ± 0.0643</td>
</tr>
<tr>
<td></td>
<td>m = 3</td>
<td>0.6271 ± 0.0825</td>
<td>0.6275 ± 0.0828</td>
</tr>
<tr>
<td></td>
<td>m = 4</td>
<td>0.4600 ± 0.0000</td>
<td>0.4611 ± 0.0031</td>
</tr>
<tr>
<td>SampEn</td>
<td>m = 3</td>
<td>0.0000 ± 0.0000</td>
<td>0.0000 ± 0.0000</td>
</tr>
<tr>
<td></td>
<td>m = 4</td>
<td>0.0000 ± 0.0000</td>
<td>0.0000 ± 0.0000</td>
</tr>
</tbody>
</table>

3.2.3. Invariance of IncrEn

We address the invariance of IncrEn on a random Gaussian noise series. Here, we simulated 200 Gaussian noise series of 10,000 points. We calculated IncrEn of an epoch of 1000 points truncated from each series. As shown in Figure 6, the standard deviation of IncrEn is quite small, 0.0319, compared with SampEn, 0.1268. PE is almost a constant because the standard deviation is extremely small—0.0006. In terms of the invariance, IncrEn is better than SampEn but inferior to PE.

![Figure 6. Invariance of IncrEn, PE and SampEn on random noise.](image)

3.3. Application to Seizure Detection from EEG Signals

Entropy has been an effective approach to be used to detect seizure from EEG signals [27,33,36]. In this section, we demonstrate our proposed IncrEn on the detection of epileptic EEGs that contain a seizure and compare it with PE and SampEn. Here, the dataset used to evaluate our proposed IncrEn is from the CHB-MIT scalp EEG database that is freely available online [44–46]. EEG recordings in the data sets were recorded from 23 pediatric patients (five males, ages 3.5–22, 18 females, ages 1.5–19) at the Children’s Hospital Boston. The continuous scalp EEG were sampled at 256 Hz. The clinical seizures in the EEG recordings are identified by experts and are annotated the onset and the end. The data were segmented into one hour long records, and 14 seizure records that contain one or more seizures are used in the experiment, seven seizure records of subject 1 (female, aged 11), and seven seizure records of subject 3 (female, aged 14). We compute IncrEn ($m = 4, R = 4$) of three epochs of each seizure record to check if IncrEn is capable of identifying a seizure, one right before the seizure onset (preictal), one right after the seizure onset (ictal), and a crossover that contains a part of seizure (crossover). IncrEn becomes lower from the preictal stage to the ictal stage. This is consistent with previous studies that entropy decreases during the seizure stage and increases when
the seizure ends [33,47]. The average of IncrEn at preictal stage over 14 data sets is the largest over most of electrodes, and that at the ictal stage is the second largest over most of electrodes. That at the crossover stage is the least over most of electrodes, as presented in Figure 7a. The differences among them are not significant over all the electrodes ($p > 0.005$). PE is similar to IncrEn, as shown in Figure 7b. Likewise, the differences among the three stages are not significant over all the electrodes ($p > 0.005$). Similarly, the average of SampEn at preictal stage over 14 datasets are significantly larger than those at other stages over several electrodes. Unlike both IncrEn and PE, the differences of the average of SampEn over 14 datasets between the crossover stage and ictal stage are erratic over the electrodes, see Figure 7c. We use a sliding window on a seizure record to illustrate that IncrEn is able to detect the seizure onset, a change point of time series. Here, we further calculated IncrEn with various parameters of the seizure record using a window size of 500 samples with 499 samples overlapped. Here, we showed IncrEn ($m = 4, R = 4$), PE ($m = 4$) and SampEn ($m = 4, r = 0.2std$) in Figure 8. IncrEn is more sensitive to the seizure onset. It goes downwards obviously at the initial phase of seizure and upwards at the end of seizure. Further, from Figure 8b IncrEn is sensitive to the transient amplitude changes within the seizure record. We also calculated IncrEn, PE, and SampEn with different parameters, and found similar results to that in Figure 8.

Figure 7. Average of IncrEn (a); PE (b); and SampEn (c) over 14 epileptic EEG signals at preictal, crossover, and ictal stages.
3.4. Application to Bearing Fault Detection by Vibration

In this section, we demonstrate the detection of rolling bearing fault using IncrEn. Vibration based bearing fault detection has been broadly applied in practice. Researchers and engineers often use nonlinear analysis to extract the nonlinear feature of vibration related to the faults, such as the correlation dimension, the largest Lyapunov exponent, and entropy. Because PE based approaches have been used to diagnose bearing fault, we use IncrEn to analyze bearing fault data that are available at the Case Western Reserve University bearing data center [48]. Motor bearings faults range from 0.007 inches to 0.040 inches in diameter, which were located separately at the inner raceway, rolling element (i.e., ball) and outer raceway. Tri-axis accelerometers mounted at the 12 o’clock position at both the drive end and fan end of the motor housing were utilized to collect vibration data was collected using accelerometers at 12,000 samples per second (see more details of data description from the Case Western Reserve University bearing data center). In order to exhibit the performance of IncrEn of various parameters, we compute IncrEn with \( m = 3 \), \( R = 3 \), and \( N = 1000 \) for four kinds of vibration acceleration signals recorded on a bearing with fault of 0.007 inches at rolling element (ball). One signal is a normal baseline (0 hp motor load, 1797 rpm motor speed), and the other three signals are from sensors equipped on different positions including the drive end (DE), the fan end (FE), the motor supporting base plate (BA). We also compute PE with \( m = 3 \) and \( N = 1000 \) and SampEn with \( m = 3 \) and \( r = 0.2\text{std} \) for these signals. Results are presented in Figure 9. IncrEn of three fault vibration signals (DE, FE, and BA) are significantly larger than the normal baseline signal \( p < 0.001 \). Similarly, both PE and SampEn are significantly larger than the normal baseline signal \( p < 0.0001 \). It is hard for PE to discriminate the fault vibration under BA and FE conditions, and it is also difficult for SampEn. IncrEn performs well for detecting the fault vibration signals.
Figure 9. IncrEn, PE and SampEn of vibration acceleration signals recorded on a bearing with a fault on rolling element. A sliding time window of 1000 samples with 500 overlapped samples is adopted.

4. Discussion

There are various measures of complexity of time series. Most of measures of complexity monotonically increase with randomness, giving a lower value for regular sequences but a higher one for random sequences. Other definitions assign a lower value for both completely regular and pure random sequences but a higher one for the intermediate stage [18, 49–51]. However, from the point of view of predictability, neither chaotic sequence nor random sequence is predictable. Both of them are highly complex [13]. Our approach is an intuitive notion of complexity in that IncrEn grows up with increasing disorder, maximizing at random stage but minimizing at regular stage. On this respect, it is the same as PE and SampEn. IncrEn is lower for a regular sequence, higher for a random one, and intermediate for a chaotic one. Thus, it is a measure of the degree of predictability.

Our simulation has demonstrated that IncrEn is more sensitive not only to a subtle alternation of amplitude but also to a tiny modification of structure, as shown in Figures 3 and 4. This allows it to accurately capture subtle changes hidden in sequences, either energetic or structural. As a result, IncrEn can be used to extract various features hidden in time series and to detect dynamical change in time series caused by internal or external factors.

In recent years, entropy has been an effective method to characterize and to distinguish the physiological signals across diverse physiological and pathological conditions, such as HRV abnormality [20, 21], neural disorder [22, 52, 53], gait analysis [23], etc. As shown in Figures 7 and 8, IncrEn exhibits better performance on seizure detection from real epileptic EEG signals than PE and SampEn. A prominent merit of IncrEn lies in that the computation of IncrEn does not make any assumption on data, which makes it applicable to diverse signals. In particular, it is an appropriate measure to examine the characteristics of those signals consisting of some equal values, e.g., HRV, which is not considered by PE [25, 37]. IncrEn exhibits robustness to observational noise. As shown in Figure 2d, noise does not disturb appearance of IncrEn, even in a shorter-period window. Noise only causes a slight increase in IncrEn. IncrEn is robust against noise (comparing Figure 2d).

The previous studies have shown that the data length has impact on the entropy computation [8, 16, 24, 25, 54]. Even for a shorter data length, e.g., 100, the variance of IncrEn across different data lengths is small as shown in Figure 3. This indicates that IncrEn is a powerful tool for analyzing very short signals. In addition, both IncrEn and PE have quite good invariance when being applied to Gaussian noise sequence. In contrast, SampEn of Gaussian noise sequences fluctuates violently as shown in Figure 6.
5. Conclusions

In this paper, we present the notion of IncrEn that is a novel measure to quantify the complexity of time series. The symbolization of IncrEn considers both the magnitude and sign of the increments constructed from time series. Results of a group of simulations and experiments on real data have indicated that IncrEn can be applied to reveal the characteristics of a variety of signals and to discriminate sequences across various conditions. Our approach possesses merits of change detection of time series. It is a promising method to characterize time series of diverse fields.
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