1. Introduction

The notion of entropy is basic in information theory [1,2]; it is suitable for measuring the value of information which we get from a realization of the considered experiment. A customary mathematical model of a random experiment in the information theory is a measurable partition of a probability space. Partitions are standardly defined within classical, crisp sets. It turned out however, that for solving real problems partitions defined within the concept of fuzzy sets [3,4] are more suitable. That was a reason why several concepts of generalization of the classical set partition to a fuzzy partition [5–10] have been created. A fuzzy partition can serve as a mathematical model of the random experiment whose results are vaguely defined events, the so-called fuzzy events. Kolmogorov and Sinai [11] (see also [12]) used the entropy to prove the existence of non-isomorphic Bernoulli shifts (Example 1). Because the Kolmogorov and Sinai theory of entropy of classical dynamical systems has many important and interesting applications, it is reasonable to also expect similar results in the fuzzy case.

In this paper we present our results concerning the entropy of fuzzy dynamical system based on a given probability space. The results represent fuzzy generalizations of some concepts from the classical probability theory. First, we briefly repeat some basic facts from the theory of fuzzy partitions (Section 2) and the classical Kolmogorov–Sinai theory (Section 3). The presented concepts of entropy of fuzzy partitions (Riečan–Dumitrescu, Maličky, and Hudetz entropy) were used to define three kinds of entropy of a fuzzy dynamical system (Section 4). We study the relationships between these entropies and also connections with the classical case. We obtain the measure which can distinguish non-isomorphic dynamical systems more sensitively than the Kolmogorov–Sinai entropy (Theorem 4). Finally, we prove an analogy of the Kolmogorov–Sinai Theorem on generators for the case of fuzzy dynamical systems. The final section presents conclusions and some suggestions for further research. It is noted that certain basic studies on entropy of fuzzy partitions and related notions were done in [13–31].
2. Fuzzy Partitions

In our considerations the Kolmogorov name appears twice. First the Shannon entropy has been used for the distinguishing non-isomorphic dynamical systems by the Kolmogorov–Sinai entropy. We generalize the distinguishing to the fuzzy case. Secondly the whole modern probability theory and mathematical statistics with applications is based on the set theory, and this method was suggested by Kolmogorov. The main prerequisite of the Kolmogorov approach (cf. [32]) is the identification of the notion of an event with the notion of a set. So consider a non-empty set $\Omega$, some subsets of $\Omega$ will be called events. Denote by $S$ the family of all events. In the probability theory it is assumed that $S$ is a $\sigma$– algebra.

**Definition 1.** A family $S$ of subsets of a non-empty set $\Omega$ is called a $\sigma$– algebra if the following conditions are satisfied:

(i) $\Omega \in S$,  
(ii) if $A \in S$, then $\Omega - A \in S$,  
(iii) if $A_n \in S$ ($n = 1, 2, ...$), then $\bigcup_{n=1}^{\infty} A_n \in S$.

The couple $(\Omega, S)$ will be called a measurable space.

**Definition 2.** Let $(\Omega, S)$ be a measurable space. A mapping $P : S \to [0, 1]$ is called a probability measure if the following properties are satisfied:

(i) $P(\Omega) = 1$,  
(ii) $A, B \in S$, $A \cap B = \emptyset$ implies $P(A \cup B) = P(A) + P(B)$,  
(iii) $A_n \in S$, $A_n \subseteq A_{n+1}$ ($n = 1, 2, ...$) implies $P(\bigcup_{n=1}^{\infty} A_n) = \lim_{n \to \infty} P(A_n)$.

The triplet $(\Omega, S, P)$ is called a probability space.

If we have a set $A \subseteq \Omega$, and $\omega \in \Omega$, then we have only two possibilities: $\omega \in A$ or $\omega \in \Omega - A$. The set $A$ can be characterized by the characteristic function $\chi_A : \Omega \to \{0, 1\}$. On the other hand a fuzzy set is a mapping $f : \Omega \to [0, 1]$. Analogously to the $\sigma$–algebra of sets, we consider a tribe of fuzzy sets.

**Definition 3.** By a tribe of fuzzy subsets of a set $\Omega$ we shall mean a family $F$ of functions $f : \Omega \to [0, 1]$ satisfying the following conditions:

(i) $1_\Omega \in F$,  
(ii) if $f \in F$, then $1 - f \in F$,  
(iii) if $f_n \in F$ ($n = 1, 2, ...$), then $\sup f_n \in F$.

The elements of $F$ are called fuzzy events. If $S$ is a $\sigma$– algebra, then $F = \{\chi_A; A \in S\}$ is a tribe. Another example of a tribe is the family $F$ of all functions $f : \Omega \to [0, 1]$ measurable with respect to $S$. Analogously to the notion of a probability $P$ on a $\sigma$– algebra $S$, $P : S \to [0, 1]$, we introduce the notion of a state $m$ on $F$, $m : F \to [0, 1]$.

**Definition 4.** Let $F$ be a tribe. By a state on $F$ we mean a mapping $m : F \to [0, 1]$ satisfying the following conditions:

(i) $m(1_\Omega) = 1$,  
(ii) if $f, g, h \in F$, $f = g + h$, then $m(f) = m(g) + m(h)$,  
(iii) if $f_n \in F$ ($n = 1, 2, ...$), $f_n \uparrow f$, then $m(f_n) \uparrow m(f)$.

One of the nicest results in the theory is the Butnariu and Klement representation theorem [33] (see also Theorem 8.1.12 in [34]).
Theorem 1. Let $F$ be a tribe and $m : F \to [0, 1]$ be a state. Then there exists a probability measure $P$ such that

$$m(f) = \int f \, dP$$

for every $f \in F$.

Recall that $P$ is defined on the $\sigma$-algebra $\mathcal{T} = \{A \subset \Omega; \chi_A \in F\}$. Hence it is reasonable to consider a probability space $(\Omega, S, P)$ and the family $F$ of all $S$-measurable functions $f : \Omega \to [0, 1]$. The following concept was used, for example, in [6, 23].

Definition 5. Let $(\Omega, S, P)$ be a probability space, $F$ be the family of all $S$-measurable functions $f : \Omega \to [0, 1]$ (i.e., $[\alpha, \beta] \subset [0, 1] \Rightarrow f^{-1}([\alpha, \beta]) \in S$). By a fuzzy partition (more precisely F—partition) we understand any sequence $f_1, ..., f_n \in F$ such that:

$$f_1 + f_2 + ... + f_n = 1.$$

Evidently, if $A = \{f_1, ..., f_k\}$, $B = \{g_1, ..., g_l\}$ are fuzzy partitions of $(\Omega, S, P)$, then the system $A \lor B := \{f_i \lor g_j; i = 1, 2, ..., k, j = 1, 2, ..., l\}$ is also a fuzzy partition of $(\Omega, S, P)$. We put $\lor_{i=1}^n A_i = A_1 \lor A_2 \lor ... \lor A_n$. A usual measurable partition $\{A_1, ..., A_n\}$ of $\Omega$ (i.e., each finite sequence $\{A_1, ..., A_n\}$ of measurable subsets of $\Omega$ such that $\cup_{i=1}^n A_i = \Omega$ and $A_i \cap A_j = \emptyset$ $(i \neq j)$) can be regarded as a fuzzy partition, if we consider $f_t = \chi_{A_t}$ instead of $A_t$. Indeed:

$$\chi_{A_1} + \chi_{A_2} + ... + \chi_{A_n} = 1.$$


An inspiration for fuzzy entropy was the entropy of the classical partition.

Definition 6. Let $(\Omega, S, P)$ be a probability space, $\mathcal{A} = \{A_1, ..., A_n\}$ be an $S$-measurable partition of $\Omega$. Then the Kolmogorov–Sinai entropy of $\mathcal{A}$ is the number:

$$H(\mathcal{A}) = \sum_{i=1}^n \phi(P(A_i)),$$

where $\phi : [0, 1] \to \mathbb{R}$ is the Shannon entropy defined via:

$$\phi(x) = \begin{cases} -x \log x, & \text{if } x > 0; \\ 0, & \text{if } x = 0. \end{cases}$$

If $\mathcal{A}, B$ are two partitions of $(\Omega, S, P)$, then $\mathcal{A} \lor B := \{A \lor B; A \in \mathcal{A}, B \in \mathcal{B}\}$. The symbol $\lor_{i=1}^n A_i = A_1 \lor A_2 \lor ... \lor A_k$ has a similar meaning.

Of course, the most important application of Kolmogorov–Sinai entropy has occurred in dynamical systems.

Definition 7. By a dynamical system we mean the quadruple $(\Omega, S, P, T)$, where $(\Omega, S, P)$ is a probability space and $T : \Omega \to \Omega$ is a measure preserving transformation (i.e., $T^{-1}(A) \in S$, and $P(T^{-1}(A)) = P(A)$ for any $A \in S$).

Example 1. Let $X = \{u_1, ..., u_k\}$, $p_1, ..., p_k \geq 0$, $p_1 + p_2 + ... + p_k = 1$, $\Omega = X^\mathbb{N} = \{ (x_n)_{n=1}^\infty : x_n \in X \}$, $S$ be the $\sigma$—algebra generated by the family of all subsets $A \subset \Omega$ of the form $A = \{ (x_n)_{n=1}^\infty : x_i = u_{i_1}, x_{i_2} = u_{i_2}, ..., x_{i_k} = u_{i_k} \}$, and $P : S \to [0, 1]$ be the probability generated by
the equalities $P \left\{ \left( x_n \right)_n : x_{i_1} = u_{i_1}, x_{i_2} = u_{i_2}, \ldots, x_{i_t} = u_{i_t} \right\} = p_{i_1} \cdot p_{i_2} \cdots p_{i_t}$, and the mapping $T : \Omega \rightarrow \Omega$ by the equality:

$$T((x_n)_{n=1}^\infty) = (y_n)_{n=1}^\infty, \quad y_n = x_{n+1}, \quad n = 1, 2, \ldots.$$

Then $(\Omega, S, P, T)$ is a dynamical system, so-called Bernoulli shift (the independent repetition of the experiment $(p_1, \ldots, p_k)$).

Let $A = \{A_1, \ldots, A_n\}$ be an $S$-measurable partition of $(\Omega, S, P)$. In the following, by $T^{-1}(A)$ the partition $\{ T^{-1}(A_1), T^{-1}(A_2), \ldots, T^{-1}(A_n) \}$ is denoted. The partition $A \vee T^{-1}(A) \vee \ldots \vee T^{-1}(n-1)(A) = \bigvee_{i=0}^{n-1}T^{-i}(A)$ represents an experiment consisting of $n$ realizations $A, T^{-1}(A), \ldots, T^{-1}(n-1)(A)$ of experiment $A$. The entropy $h(T, A)$ of experiment $A$ with respect to $T$ is defined via:

$$h(T, A) = \lim_{n \rightarrow \infty} \frac{1}{n} H(\bigvee_{i=0}^{n-1}T^{-i}(A)).$$

**Definition 8.** The Kolmogorov–Sinai entropy of dynamical system $(\Omega, S, P, T)$ is defined by the formula

$$h(T) = \sup \{ h(T, A) \},$$

where the supremum is taken over all $S$-measurable partitions $A$ of $\Omega$.

If two dynamical systems are isomorphic, then they have the same entropy. It solves the existence of non-isomorphic Bernoulli shifts. Probably one of the most important results of the theory of invariant measures for practical purposes is the Kolmogorov–Sinai Theorem stating that $h(T) = h(T, A)$, whenever $A$ is a partition generating the given $\sigma$-algebra $S$ (i.e., a measurable partition such that $\sigma(\bigvee_{i=0}^{\infty}T^{-i}(A)) = S$). In the following section, we give an analogy of this theorem for the case of fuzzy dynamical systems.

4. The Entropy of Fuzzy Dynamical Systems

Let us return to the fuzzy case. Let a probability space $(\Omega, S, P)$ be given. Each fuzzy partition $A = \{f_1, \ldots, f_k\}$ of $\Omega$ represents in the sense of the classical probability theory a random experiment with a finite number of outcomes $f_i, i = 1, 2, \ldots, k$, (which are fuzzy events) with a probability distribution $p_i = m(f_i) = \int f_i dP$, $i = 1, 2, \ldots, k$, since $p_i \geq 0$ for $i = 1, 2, \ldots, k$, and $\sum_{i=1}^k p_i = \sum_{i=1}^k \int f_i dP = \int \sum_{i=1}^k f_i dP = 1$. This is a motivation for the following definition.

**Definition 9.** Let $(\Omega, S, P)$ be a probability space and $A = \{f_1, \ldots, f_k\}$ be a fuzzy partition of $\Omega$. Put $m(f) = \int f dP$. Then the entropy of $A$ is given by the formula:

$$H(A) = \sum_{i=1}^k \phi(m(f_i)).$$

In the preceding section we have defined a dynamical system $(\Omega, S, P, T)$. Now we shall define the fuzzy dynamical system.

**Definition 10.** Let $(\Omega, S, P)$ be a probability space, $F$ be the family of all $S$-measurable functions $f : \Omega \rightarrow [0, 1]$, $m(f) = \int f dP$. Then the quadruple $(\Omega, F, m, \tau)$, where $\tau : F \rightarrow F$ is $m$-invariant (i.e., $m(\tau(f)) = m(f)$ for all $f \in F$), is called a fuzzy dynamical system.

**Example 2.** Let $T : \Omega \rightarrow \Omega$ be a measure $P$ preserving map. Define $\tau : F \rightarrow F$ by the formula:

$$\tau(f) = f \circ T \quad \text{for all } f \in F.$$

(1)
Then:
\[ m(\tau(f)) = m(f \circ T) = \int f \circ T \, dP = \int f \, dP \circ T^{-1} = \int f \, dP = m(f), \]
hence \( \tau \) is invariant.

**Example 3.** Let \( (\Omega, S, P, T) \) be a classical dynamical system. Put \( F = \{\chi_A; A \in S\} \). Then the system \( (\Omega, F, m, \tau) \), where \( \tau : F \to F \) is defined by (1), is a fuzzy dynamical system. By this procedure the classical model can be embedded to a fuzzy one.

**Lemma 1.** Let \( (\Omega, F, m, \tau) \) be a fuzzy dynamical system, \( \mathcal{A} \) be a fuzzy partition of \( \Omega \). Then the following limit exists:
\[ h(\tau, \mathcal{A}) = \lim_{n \to \infty} \frac{1}{n} H\left( \bigvee_{i=0}^{n-1} \mathcal{T}\left(\mathcal{A}\right) \right). \]

**Proof.** Put:
\[ a_n = H\left( \bigvee_{i=0}^{n-1} \mathcal{T}\left(\mathcal{A}\right) \right). \]
Then \( a_{n+m} \leq a_n + a_m \), for any \( n, m \in \mathbb{N} \), and this inequality implies the existence of \( \lim_{n \to \infty} \frac{1}{n} a_n \).

**Definition 11.** Let \( (\Omega, F, m, \tau) \) be a fuzzy dynamical system. For any non-empty \( \mathcal{G} \subset F \) define the Riečan–Dumitrescu entropy \( h_G(\tau) \) of \( (\Omega, F, m, \tau) \) by the equality:
\[ h_G(\tau) = \sup \{h(\tau, \mathcal{A})\}, \]
where the supremum is taken over all fuzzy partitions \( \mathcal{A} \subset \mathcal{G} \).

From the following example it follows that the entropy \( h_G(\tau) \) is a fuzzy generalization of the Kolmogorov–Sinai entropy.

**Example 4.** Let \( (\Omega, S, P, T) \) be a dynamical system. Put \( F = \{\chi_A; A \in S\} \), and define \( \tau : F \to F \) by (1). Then \( h_G(\tau) = h(T) \) is the Kolmogorov–Sinai entropy.

The main result in the Riečan–Dumitrescu entropy is the following theorem on generators (cf. [25]).

**Theorem 2.** Let \( C \) be an \( S \)-measurable partition of \( \Omega \) generating \( S \), i.e., \( \sigma(\bigvee_{i=0}^{\infty} \tau^i(C)) = S \). Then, for any fuzzy partition \( \mathcal{A} = \{\mathcal{G}_1, \ldots, \mathcal{G}_k\} \), the following inequality holds:
\[ h(\tau, \mathcal{A}) \leq h(\tau, C) + \int \sum_{j=1}^k \phi(\mathcal{G}_j) \, dP. \]

Of course, if \( \mathcal{G} \) contains all constant functions, then \( h_G(\tau) = \infty \). This defect can be removed by two other constructions, by means of the Maličky entropy and the Hudetz entropy.

In the Riečan–Dumitrescu definition we considered the entropy:
\[ H \left( \bigvee_{i=0}^{n-1} \mathcal{T}\left(\mathcal{A}\right) \right) \]
for any fuzzy partition \( \mathcal{A} \). Instead of this number, we will use the number \( H(\mathcal{A}, \tau(\mathcal{A}), \ldots, \tau^{n-1}(\mathcal{A})) \) defined as follows. If \( \mathcal{A}, \mathcal{B} \) are two fuzzy partitions, \( \mathcal{A} = \{f_1, \ldots, f_k\}, \mathcal{B} = \{g_1, \ldots, g_l\} \), then we write \( \mathcal{A} \preceq \mathcal{B} \) if there is a partition \( \{I_1, \ldots, I_k\} \) of the set \( \{1, 2, \ldots, l\} \) such that \( f_i = \sum_{j \in I_i} g_j \) for any \( i \in \{1, 2, \ldots, k\} \).

**Definition 12.** Let \( \mathcal{A} \) be a fuzzy partition. Then we define
\[ H(\mathcal{A}, \tau(\mathcal{A}), \ldots, \tau^{n-1}(\mathcal{A})) = \inf \left\{ H(\mathcal{C}) : \mathcal{C} \geq \mathcal{A}, \mathcal{C} \geq \tau(\mathcal{A}), \ldots, \mathcal{C} \geq \tau^{n-1}(\mathcal{A}) \right\}. \]
It is noted that this approach was suggested by Maličky and Riečan in [35], but only for the case of classical dynamical systems. The above definition includes a more general case. Similarly as in Lemma 1, the following assertion can be proved.

Lemma 2. Let \( \mathcal{A} \) be any fuzzy partition of \( \Omega \). Then the following limit exists:

\[
\bar{h}(\tau, \mathcal{A}) = \lim_{n \to \infty} \frac{1}{n} H(\mathcal{A}, \tau(\mathcal{A}), \ldots, \tau^{n-1}(\mathcal{A})).
\]

Therefore we are able to define the entropy \( \bar{h}_G(\tau) \) of a fuzzy dynamical system \((\Omega, F, m, \tau)\).

Definition 13. Let \( G \subset F \). Then the entropy \( \bar{h}_G(\tau) \) of \((\Omega, F, m, \tau)\) is defined by the equality:

\[
\bar{h}_G(\tau) = \sup \left\{ \bar{h}(\tau, \mathcal{A}) \right\},
\]

where the supremum is taken over all fuzzy partitions \( \mathcal{A} \subset G \).

Now we can compare the entropy \( \bar{h}_G(\tau) \) with the Riečan–Dumitrescu entropy.

Theorem 3. For any \( G \subset F \) it holds:

\[
\bar{h}_G(\tau) \leq h_G(\tau).
\]

Proof. Let \( \mathcal{A} \) be a fuzzy partition, \( \mathcal{A} \subset G, C = \bigvee_{i=0}^{n-1} \tau^i(\mathcal{A}) \). Then:

\[
\mathcal{A} \subseteq C, \tau(\mathcal{A}) \subseteq C, \ldots, \tau^{n-1}(\mathcal{A}) \subseteq C,
\]

hence:

\[
H(\mathcal{A}, \tau(\mathcal{A}), \ldots, \tau^{n-1}(\mathcal{A})) \leq H(C) = H(\bigvee_{i=0}^{n-1} \tau^i(\mathcal{A})),
\]

and:

\[
\bar{h}(\tau, \mathcal{A}) \leq h(\tau, \mathcal{A})
\]

for any \( \mathcal{A} \subset G \). Therefore \( \bar{h}_G(\tau) \leq h_G(\tau) \). \( \square \)

Theorem 4. Let \((\Omega, S, P, T)\) be a dynamical system. Let \( G = \{ \chi_A; A \in S \}, m(f) = \int f \, dP \), and \( \tau(f) = f \circ T \). Then:

\[
h(T) \leq \bar{h}_G(\tau).
\]

Proof. Let \( \mathcal{A} \) be an \( S \)-partition. Then:

\[
\mathcal{A} \subseteq C, \tau(\mathcal{A}) \subseteq C, \ldots, \tau^{n-1}(\mathcal{A}) \subseteq C,
\]

implies:

\[
\bigvee_{i=0}^{n-1} \tau^i(\mathcal{A}) \subseteq C.
\]

Hence:

\[
H(\bigvee_{i=0}^{n-1} \tau^i(\mathcal{A})) \leq H(C),
\]

and:

\[
\lim_{n \to \infty} \frac{1}{n} H(\bigvee_{i=0}^{n-1} \tau^i(\mathcal{A})) \leq h(\tau, \mathcal{A}) \leq \bar{h}_G(\tau).
\]
Therefore:
\[ h(T) \leq \overline{h}_G(\tau). \]

Note that the opposite inequality \( \overline{h}_G(\tau) \leq h(T) \) is proved for some \( G \) in [23].

Let \((\Omega, S, P, T)\) be a dynamical system. In the following we shall consider a fuzzy dynamical system \((\Omega, F, m, \tau)\), where the mapping \(\tau : F \to F\) is defined by the formula \(\tau(f) = f \circ T\). We shall consider the entropy suggested and studied by Hudetz in [36–38].

**Definition 14.** Let \(A = \{f_1, \ldots, f_k\}\) be a fuzzy partition of \(\Omega\). Then the Hudetz entropy of \(A\) is defined by the equality:
\[
\hat{H}(A) = \sum_{i=1}^{k} \phi(m(f_i)) - \sum_{i=1}^{k} m(\phi(f_i)).
\]

Using the Hudetz entropy of fuzzy partition we will define the entropy of fuzzy dynamical systems. The possibility of this definition is based on the following theorem.

**Theorem 5.** Let \((\Omega, F, m, \tau)\) be a fuzzy dynamical system, \(A = \{f_1, \ldots, f_k\}\) be a fuzzy partition of \(\Omega\). Then the following limit exists:
\[
\hat{h}(\tau, A) = \lim_{n \to \infty} \frac{1}{n} \hat{H}(\bigvee_{i=0}^{n-1} \tau^i(A)).
\]

It holds:
\[
\hat{h}(\tau, A) = h(\tau, A) - \int \sum_{i=1}^{k} \phi(f_i) dP.
\]

**Proof.** Let \(A = \{f_1, \ldots, f_k\}\) be a fuzzy partition. Since \(A \lor \tau(A) = \{f_i \cdot \tau(f_i); i = 1, \ldots, k, j = 1, \ldots, k\}\), we get:
\[
\hat{H}(A \lor \tau(A)) = H(A \lor \tau(A)) - \sum_{i=1}^{k} \sum_{j=1}^{k} m(\phi(f_i \cdot \tau(f_j))).
\]

Put \(a = \{(i, j); f_i \cdot \tau(f_j) > 0\}\).

Calculate:
\[
\sum_{i=1}^{k} \sum_{j=1}^{k} m(\phi(f_i \cdot \tau(f_j))) = \sum_{(i, j) \in a} \sum_{i=1}^{k} \sum_{j=1}^{k} \phi(f_i \cdot \tau(f_j)) dP
\]
\[
= \frac{1}{2} \left( \sum_{(i, j) \in a} \sum_{i=1}^{k} \phi(f_i \cdot \tau(f_j)) dP \right) - \sum_{(i, j) \in a} \sum_{i=1}^{k} \phi(f_i) dP
\]
\[
= m \left( \sum_{i=1}^{k} \phi(f_i) \right) + \frac{1}{2} \left( \sum_{i=1}^{k} \phi(\tau(f_i)) \right) = 2m \left( \sum_{i=1}^{k} \phi(f_i) \right).
\]

Hence:
\[
\hat{H}(A \lor \tau(A)) = H(A \lor \tau(A)) - 2m \left( \sum_{i=1}^{k} \phi(f_i) \right).
\]

By the principle of mathematical induction we get:
\[
\hat{H}(\bigvee_{i=0}^{n-1} \tau^i(A)) = H(\bigvee_{i=0}^{n-1} \tau^i(A)) - n \cdot m \left( \sum_{i=1}^{k} \phi(f_i) \right),
\]

and therefore, \( \lim_{n \to \infty} \frac{1}{n} \hat{H}(\bigvee_{i=0}^{n-1} \tau^i(A)) \) exists.

Moreover, we have:
\[
\hat{h}(\tau, A) = \lim_{n \to \infty} \frac{1}{n} \hat{H}(\bigvee_{i=0}^{n-1} \tau(A)) = h(\tau, A) - \int \sum_{i=1}^{k} \phi(f_i) dP.
\]

\(\square\)
Definition 15. For any non-empty $G \subset F$ define the entropy $\hat{h}_G(\tau)$ of a fuzzy dynamical system $(\Omega, F, m, \tau)$ by the equality:

$$\hat{h}_G(\tau) = \sup \left\{ h(\tau, A) \right\},$$

where the supremum is taken over all $F$-partitions $A \subset G$.

The following theorem is a fuzzy analogy of Kolmogorov–Sinai Theorem on generators.

Theorem 6. Let $C$ be an $S$-measurable partition of $\Omega$ generating $S$ such that $C \subset G \subset F$. Then:

$$\hat{h}_G(\tau) = \hat{h}(\tau, C) \leq h(\tau, C).$$

Proof. Let $A = \{g_1, \ldots, g_k\}$ be a fuzzy partition of $\Omega$. It is sufficient to prove the inequality $\hat{h}(\tau, A) \leq h(\tau, C)$. Based on Theorem 2 we have:

$$h(\tau, A) \leq h(\tau, C) + \int \sum_{i=1}^{k} \phi(g_i) dP. \quad (2)$$

According to Theorem 5:

$$\hat{h}(\tau, A) \leq h(\tau, A) - \int \sum_{i=1}^{k} \phi(g_i) dP. \quad (3)$$

By the combination of Equations (2) and (3) we get that $\hat{h}(\tau, A) \leq h(\tau, C)$. □

5. Conclusions

In this paper we study the entropy of fuzzy partitions and the entropy of fuzzy dynamical systems. The presented concepts of entropy of fuzzy partitions were used to define three kinds of entropy of a fuzzy dynamical system. The relationships between these entropies are studied. The presented measures can be considered as measures of information of experiments whose outcomes are vaguely defined events, the so-called fuzzy events. Finally, we prove an analogy of the Kolmogorov–Sinai Theorem on generators for the case of fuzzy dynamical systems.

Similarly to the set theory the fuzzy set theory has also been shown to be useful in many applications of mathematics as well as in the theoretical research. We hope that also the present text can be presented as an illustration of the fact. Of course, there exists a remarkable generalization of fuzzy set theory. It was suggested by K. Atanassov and it is named IF-set theory [39, 40]. Instead of one fuzzy set $f: \Omega \rightarrow [0, 1]$, IF-set is a pair $A = (\mu_A, \upsilon_A)$ of fuzzy sets $\mu_A, \upsilon_A: \Omega \rightarrow [0, 1]$ such that $\mu_A + \upsilon_A \leq 1$. The function $\mu_A$ is called the membership function, the function $\upsilon_A$ the non-membership function. If we have a fuzzy set $f: \Omega \rightarrow [0, 1]$ then it can be represented as an IF-set $A = (f, 1 - f)$. It was reasonable to construct the probability theory on families of IF-sets (see e.g., [34, 41]).

There are some results about the entropy on IF-sets (cf. [42]). Namely, any IF-set can be embedded to a suitable MV–algebra (multivalued algebra). MV-algebras (cf. [43–45]) play a distinctive role as Boolean algebras in two-valued logic. There are at least two ways for further research in the area. The first way: to study the IF-entropy without using MV-algebras, and by this way to achieve some applications. The second way: to study the entropy on MV-algebras and some of its generalizations as D-posets (cf. [46]), effect algebras (cf. [47]), or A-posets (cf. [48–50]).
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