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Abstract: At present, many cloud services are managed by using open source software, such as OpenStack and Eucalyptus, because of the unification management of data, cost reduction, quick delivery and work savings. The operation phase of cloud computing has a unique feature, such as the provisioning processes, the network-based operation and the diversity of data, because the operation phase of cloud computing changes depending on many external factors. We propose a jump diffusion model with two-dimensional Wiener processes in order to consider the interesting aspects of the network traffic and big data on cloud computing. In particular, we assess the stability of cloud software by using the sample paths obtained from the jump diffusion model with two-dimensional Wiener processes. Moreover, we discuss the optimal maintenance problem based on the proposed jump diffusion model. Furthermore, we analyze actual data to show numerical examples of dependability optimization based on the software maintenance cost considering big data on cloud computing.
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1. Introduction

At present, big data and cloud computing are now attracting attention as the next-generation software service paradigm. Cloud software is connected by many types of mobile software. Then, mobile clouds based on the cloud service become known as the next-generation software service paradigm. In the case of such mobile clouds, the installer software developed under third-party developers, indirectly affects the reliability in the area of a mobile device. In particular, OSS (open source software) systems serve as key components of critical infrastructures in society. Open source projects contain special features, so-called software compositions, by which several geographically-dispersed components are developed in all parts of the world. However, the poor handling of the quality problem and customer support has limited the progress of OSS, because the development cycle of OSS has no specific testing phase to detect and remove software faults introduced in the development process. Mobile OSS has been gaining much attention in the embedded system area, i.e., Android [1], BusyBox [2], Firefox OS [3], etc. Therefore, it is difficult for many companies to assess the reliability in mobile clouds, because a mobile OSS includes several software versions, vulnerability issues, open source code, security holes, etc.

Considering the reliability assessment for cloud computing, mobile clouds and OSS, it is difficult to deal with the external factors, such as the results of big data, because the external factors arising from the relationship between big data and cloud computing have an effect on the infrastructure software for mobile clouds. Therefore, it is important for software managers to consider these external factors for big data, mobile clouds and cloud computing.

In this paper, we focus on the method of reliability analysis for cloud computing. Then, we propose a method of software reliability analysis based on a jump diffusion model with a stochastic differential equation for big data on cloud computing. In particular, we estimate several parameters included in the proposed model by using actual software fault data. Furthermore, we formulate the total expected software cost considering big data on cloud computing. Then, we show that the proposed reliability and optimization analysis can assist with the improvement of the quality for big data on a cloud computing environment.

2. Related Research

Many software reliability growth models (SRGMs) [4–7] have been applied to assess the reliability of quality management and testing progress control of software development. On the other hand, only a few effective methods assisting dynamic testing management for a new distributed development paradigm, as typified by the open source projects, have been presented [8–10]. Furthermore, several research works [11–15] are based on the area of cloud computing and mobile clouds. However, these papers focus on security, service optimization, secure control, resource allocation technique, etc. Only a few research papers in terms of reliability for big data and cloud computing have been presented. When considering the effect of the debugging process on the entire system in the development of a method of reliability assessment for software developed under third-party developers in mobile clouds, it is necessary to grasp the situation of installer software, the network traffic, the installed software, etc. Then, it is very important to consider the status of network traffic in terms of the reliability assessment from the following standpoints:
In the case of a mobile device, the network access devices are frequently used by many types of software installed via the installer software.

By using the installer software, the various types of third-party software are installed via the network.

In the case of open source software, the weakness of reliability and security becomes a significant problem with respect to a computer network.

Furthermore, there are some interesting research papers in terms of cloud hardware, cloud service, mobile clouds and cloud performance evaluation [13, 16, 17]. However, most of them have focused on case studies of cloud service and cloud data storage technologies. Only a few effective methods of dynamic reliability assessment considering the environment, such as cloud computing and OSS, have been presented. In particular, it is very important to consider the status of fault detection and big data in terms of the reliability assessment for cloud computing from the following standpoints:

- Cloud computing has a particular maintenance phase, such as the provisioning processes.
- Big data as the result of many and complicated data from using the Internet cause system-wide failures because of the complexity of data management.
- The various mobile devices are connected via the network to the cloud service.
- The data storage areas for cloud computing are reconfigured via the various mobile devices.

From the above reasons, it is important to consider the indirect influences of big data on reliability. We have proposed several methods of software reliability for cloud computing in the past [18, 19]. However, only a few effective methods of reliability assessment considering both the big data factor and the fault factor have been presented, because it is very difficult to describe the indirect influence of big data and fault data as the reliability assessment measures, as shown in Figure 1. Then, we propose a new approach to describe the indirect effect on reliability by using two kinds of Brownian motions and a jump diffusion process.
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**Figure 1.** The relationship among big data, cloud computing, the network and reliability.

From the above discussed points, we consider that all of the factors of big data, cloud computing and network access have an effect on cloud computing, directly and indirectly. In other words, big data and
cloud computing have a deeply complex reliability issue. Therefore, it is very important to consider big data from the point of view of the reliability of cloud computing, i.e., it will be able to maintain the stable operation of cloud computing if we can offer several reliability assessment measures considering big data in terms of all of the factors of cloud computing, mobile clouds and open source software.

Moreover, it is very important in terms of software management for us to decide the optimal length of the maintenance period considering the network environment for big data on cloud computing. We propose the optimal maintenance problem based on the jump diffusion model with two Brownian motions. Considering the amount of noise in the sample path as the stability requirement, we find the optimum maintenance time by minimizing the total expected software cost. Furthermore, we analyze actual data to show numerical examples of the dependability optimization considering the network environment for cloud computing.

3. Model Description

3.1. Wiener Process Modeling

Let \( M(t) \) be the cumulative number of detected faults latent in the cloud OSS by operational time \( t \ (t \geq 0) \). Suppose that \( M(t) \) takes on continuous real values. Since latent faults in the cloud OSS are detected and eliminated during the operation phase, \( M(t) \) gradually increases as the operation procedures go on. Thus, under common assumptions for the software reliability growth modeling [4], the following linear differential equation can be formulated:

\[
\frac{dM(t)}{dt} = b(t)\{R(t) - M(t)\},
\]

where \( b(t) \) is the software fault-detection rate at operation time \( t \), and a non-negative function, \( R(t) \), means the amount of changes of the requirement specifications [20]. Furthermore, \( R(t) \) is defined as follows:

\[
R(t) = \alpha e^{-\beta t},
\]

where \( \alpha \) is the number of latent faults in the cloud OSS and \( \beta \) the changing rate of requirement specifications. It is assumed that the fault-prone requirement specifications of cloud OSS grow exponentially in terms of \( t \) [20]. Thus, the cloud OSS shows a reliability regression trend if \( \beta \) is negative. On the other hand, the cloud OSS shows a reliability growth trend if \( \beta \) is positive. In particular, cloud computing has the unique characteristics of provisioning processes. Then, considering the independence of each noise, we extend Equation (1) to the following stochastic differential equation considering two Brownian motions [21,22]:

\[
\frac{dM(t)}{dt} = \{b(t) + \sigma_1 \nu_1(t) + \sigma_2 \nu_2(t)\}\{R(t) - M(t)\},
\]

where \( \sigma_1 \) and \( \sigma_2 \) are positive constants representing a magnitude of the irregular fluctuation, \( \nu_1(t) \) and \( \nu_2(t) \) standardized Gaussian white noise.

We extend Equation (3) to the following stochastic differential equation of an Itô type [23]:

\[
dM(t) = \left\{ b(t) - \frac{1}{2} (\sigma_1^2 + \sigma_2^2) \right\} \{R(t) - M(t)\} dt + \sigma_1 \{R(t) - M(t)\} d\omega_1(t) + \sigma_2 \{R(t) - M(t)\} d\omega_2(t),
\]
where $\omega_i(t)$ is the $i$-th one-dimensional Wiener process, which is formally defined as an integration of the white noise $\nu_i(t)$ with respect to time $t$. We define the two dimension processes $[\omega_1(t), \omega_2(t)]$ as follows [24]:

$$\bar{\omega}(t) = \left(\sigma_1^2 + \sigma_2^2\right)^{-\frac{1}{2}} \{\sigma_1 \omega_1(t) + \sigma_2 \omega_2(t)\}.$$  \hspace{1cm} (5)

Then, the compound Wiener process $\bar{\omega}(t)$ is a Gaussian process and has the following properties:

$$\Pr[\bar{\omega}(0) = 0] = 1,$$  \hspace{1cm} (6)

$$E[\bar{\omega}(t)] = 0,$$  \hspace{1cm} (7)

$$E[\bar{\omega}(t)\bar{\omega}(t')] = \min[t, t'],$$  \hspace{1cm} (8)

where $\Pr[\cdot]$ and $E[\cdot]$ represent the probability and expectation, respectively.

By using Itô’s formula [21,22], we can obtain the solution of Equation (4) under the initial condition $M(0) = 0$ as follows [23]:

$$M(t) = R(t) \left[1 - \exp\left\{- \int_0^t b(s) ds - \sigma_1 \omega_1(t) - \sigma_2 \omega_2(t)\right\}\right].$$  \hspace{1cm} (9)

Using solution process $M(t)$ in Equation (9), we can derive several software reliability measures.

Moreover, we define the software fault-detection rate per fault in the case of $b(t)$ defined as:

$$b(t) = \frac{dI(t)}{dt} = \frac{b}{1 + c \cdot \exp(-bt)},$$  \hspace{1cm} (10)

where $I(t)$ means the mean value functions for the inflected S-shaped SRGM, based on a nonhomogeneous Poisson process (NHPP) [4], $a$ the expected number of latent faults for SRGM and $b$ the fault detection rate per fault. Generally, the parameter $c$ is defined as $\frac{(1-l)}{l}$. We define the parameter $l$ as the mean value for the change of rate of network traffic, i.e., we assume that the cloud software is managed under the severe environment when the change rate of network traffic is large.

We can represent the noise-by-noise sample path for each factor as the following equations. First, the sample path in terms of the fault factor is given as:

$$M_1(t) = R(t) \left[1 - \frac{1 + c}{1 + c \cdot \exp(-bt)} \exp\left\{- bt - \sigma_1 \omega_1(t)\right\}\right].$$  \hspace{1cm} (11)

Second, the sample path in terms of the network factor is given as:

$$M_2(t) = R(t) \left[1 - \frac{1 + c}{1 + c \cdot \exp(-bt)} \exp\left\{- bt - \sigma_2 \omega_2(t)\right\}\right].$$  \hspace{1cm} (12)

Therefore, the cumulative number of detected faults is obtained as follows:

$$M(t) = R(t) \left[1 - \frac{1 + c}{1 + c \cdot \exp(-bt)} \exp\left\{- bt - \sigma_1 \omega_1(t) - \sigma_2 \omega_2(t)\right\}\right].$$  \hspace{1cm} (13)

In the proposed model, we assume that the parameter $\sigma_1$ depends on the parameter $b$ resulting from the failure occurrence phenomenon. Similarly, we assume that the parameter $\sigma_2$ depends on the parameter $c$ resulting from the network environment of cloud computing.
In particular, we can use the coefficient of variation as the measure of variation without the effect of mean value. We can derive the following coefficient of variation from Equation (13):

\[ CV(t) = \frac{\sqrt{\text{Var}[M(t)]}}{\text{E}[M(t)]}, \]  

where the variance of the cumulative number of detected faults, \( \text{Var}[M(t)] \), is given by the following equation.

\[ \text{Var}[M(t)] = \text{E}[\{M(t) - \text{E}[M(t)]\}^2]. \]  

### 3.2. Jump-Diffusion Modeling

Generally, the jump diffusion models have been applied to the area of option pricing. In particular, it is difficult to directly apply the idea of the existing option pricing model to the software fault-detection phenomena, because the log-normal distribution is optimized based on the option pricing area. Furthermore, it is unnatural to apply the log-normal distribution based on the option pricing model to the software fault-detection phenomena, because it is usually assumed that the software fault-detection phenomena have a non-biased distribution in the research area of software reliability. For above-mentioned reason, we assume the following normal distribution function as a Gaussian jump diffusion process in order to consider the characteristics of the software fault-detection phenomena.

\[ V_i \equiv f_i(x) = \frac{1}{\sqrt{2\pi\tau}} \exp\left[ -\frac{(x - \mu)^2}{2\tau^2} \right]. \]  

Then, we assume that the \( i \)-th jump range \( V_i \) is approximately estimated as the positive values in almost all cases, because the mean value \( \mu \) keeps a large value.

The jump term can be added to the proposed stochastic differential equation models in order to incorporate the irregular state around the time \( t \) by a change in the number of log-in users. Then, the jump diffusion process [25] is given as follows.

\[
\begin{align*}
dM_j(t) &= \left\{ b(t) - \frac{1}{2} \left( \sigma_1^2 + \sigma_2^2 \right) \right\} \{D(t) - M(t)}\}dt \\
&\quad +\sigma \{D(t) - M_j(t)}d\omega(t) + d \left\{ \sum_{i=1} Y_i(\gamma) \right\} V_i - 1 \right\},
\end{align*}
\]  

where \( Y_i(\gamma) \) is a Poisson point process with parameter \( \gamma \) at operation time \( t \). Furthermore, \( Y_i(\gamma) \) is the number of jumps that occurred, \( \gamma \) the jump rate. \( Y_i(\gamma), \omega(t) \) and \( V_i \) are assumed to be mutually independent. Moreover, \( V_i \) is the \( i \)-th jump’s range.

Similarly, we can represent the noise-by-noise sample path for each factor as the following equations. First, the sample path in terms of the fault factor is given as:

\[
M_j^1(t) = R(t) \left[ 1 - \frac{1 + c}{1 + c \cdot \exp(-bt)} \exp\left\{ -bt - \sigma_1 \omega_1(t) - \sum_{i=1} Y_i(\gamma) \right\} \right].
\]  

Second, the sample path in terms of the network factor is given as:

\[
M_j^2(t) = R(t) \left[ 1 - \frac{1 + c}{1 + c \cdot \exp(-bt)} \exp\left\{ -bt - \sigma_2 \omega_2(t) - \sum_{i=1} Y_i(\gamma) \right\} \right].
\]
By using Itô’s formula [21,22], the solution of the former equation can be obtained as follows:

\[ M_j(t) = R(t) \left[ 1 - \frac{1 + c}{1 + c \cdot \exp(-bt)} \exp \left\{ -bt - \sigma_1 \omega_1(t) - \sigma_2 \omega_2(t) \right\} - \sum_{i=1}^{Y_1(t)} \log V_i \right]. \quad (20) \]

Then, we conclude the noises in terms of the proposed model as follows:

- The Brownian motion \( \omega_1 \) represents the results from the failure-occurrence phenomenon.
- The Brownian motion \( \omega_2 \) represents the results from cloud computing having the unique characteristics of provisioning processes, the change of the number of log-in users, etc.
- The jump term means the indirect effects as a result of the many and complicated data from using the Internet, causing the system-wide failures because of the complexity of data management, i.e., the system failures of DataNode and NameNode in terms of Hadoop and NoSQL in order to manage big data, etc.

The proposed model in Equation (20) includes the noise with jump term \( V_i \). The software managers can assess several characteristics of cloud computing by using the size and shape of noises with the jump term, because the proposed model can totally comprehend the provisioning process, the change of users, the change of cloud applications, the indirect effects as a result of the many and complicated data in cloud computing, with big data as the noise.

4. Parameter Estimation

4.1. Method of Maximum-Likelihood

In this section, the estimation method of unknown parameters \( \alpha, \beta, b \) and \( \sigma_1 \) in Equation (9) is presented. Then, we assume that \( \sigma_2 \) and \( l \) are the given parameters, because \( \sigma_2 \) and \( l \) are considered as the network factors. The joint probability distribution function of the process \( M(t) \) is denoted as:

\[ P(t_1, y_1; t_2, y_2; \ldots; t_K, y_K) \equiv \Pr[M(t_1) \leq y_1, \ldots, M(t_K) \leq y_K | M(t_0) = 0]. \quad (21) \]

The probability density of Equation (21) is denoted as:

\[ p(t_1, y_1; t_2, y_2; \ldots; t_K, y_K) \equiv \frac{\partial^K P(t_1, y_1; t_2, y_2; \ldots; t_K, y_K)}{\partial y_1 \partial y_2 \cdots \partial y_K}. \quad (22) \]

Since \( M(t) \) takes on continuous values, the likelihood function, \( \lambda \), for the observed data \((t_k, y_k)(k = 1, 2, \ldots, K)\) is constructed as follows:

\[ \lambda = p(t_1, y_1; t_2, y_2; \ldots; t_K, y_K). \quad (23) \]

For convenience in mathematical manipulations, the following logarithmic likelihood function is used:

\[ \Lambda = \log \lambda. \quad (24) \]

The maximum-likelihood estimates \( \alpha^*, \beta^*, b^* \) and \( \sigma_1^* \) are the values making \( \Lambda \) in Equation (24) maximal. These can be obtained as the solutions of the following simultaneous likelihood equations [23]:

\[ \frac{\partial \Lambda}{\partial \alpha} = \frac{\partial \Lambda}{\partial \beta} = \frac{\partial \Lambda}{\partial b} = \frac{\partial \Lambda}{\partial \sigma_1} = 0. \quad (25) \]
4.2. Estimation of the Jump Diffusion Parameters

Generally, it is difficult to estimate the jump diffusion parameters of the stochastic differential equation model because of the complicated likelihood function, mixed distribution, etc. The estimation methods of jump diffusion parameters are proposed by several researchers. However, only a few effective methods of estimation have been presented. We focus on the estimation methods performed in two stages [26]. A genetic algorithm (GA) in order to estimate the jump diffusion parameters of the proposed model is used in this section. The procedure of the GA algorithm is given in the following [27].

It is assumed that the proposed jump diffusion model includes the parameters $\gamma$, $\mu$ and $\tau$. The parameters $\mu$ and $\tau$ mean the parameters included in the $i$-th jump’s range $V_i$.

Step 1: The initial individuals are randomly generated. Furthermore, the set of initial individuals is converted to the binary digit.

Step 2: Two parental individuals are selected, and new individuals are produced by the crossover recombination.

Step 3: The value of fitness is calculated from the evaluated value of each individual. The following value of fitness as the error between the estimated and the actual values is defined in this paper:

$$
\min_{\theta} F_i(\theta), \quad F_i = \sum_{i=0}^{K} \{M_j(i) - y_i\}^2, \quad (26)
$$

where $M_j(i)$ is the number of detected faults at operation time $i$ in the proposed jump diffusion model and $y_i$ the number of actual detected faults. Furthermore, $\theta$ means the set of parameters $\gamma$, $\mu$ and $\tau$.

Step 4: Step 2 and Step 3 are continued until reaching a specific size.

The jump diffusion parameters $\gamma$, $\mu$ and $\tau$ are estimated by using the above-mentioned steps.

5. Optimal Maintenance Problem

Considering the conventional optimal software release problems [28,29], we define the following cost parameters:

$c_1$: the fixing cost per fault during the operation,

$c_2$: the maintenance cost per unit time during the operation,

$c_3$: the maintenance cost per fault after the maintenance.

Then, the expected software cost in the operation of cloud OSS can be formulated as:

$$
C_1(t) = c_1 E[M(t)] + c_2 t. \quad (27)
$$
Furthermore, the expected software maintenance cost after the maintenance of cloud OSS is represented as follows:

\[ C_2(t) = c_3 \{ R(t) - E[M(t)] \}. \] (28)

Consequently, from Equations (27) and (28), the total expected software maintenance cost is given by:

\[ C(t) = C_1(t) + C_2(t). \] (29)

The optimum maintenance time \( t^* \) is obtained by minimizing \( C(t) \) in Equation (29). Then, we consider the optimal maintenance problem as follows:

\[ \text{minimize} C(t). \] (30)

Then, the optimum maintenance time \( t^* \) can be estimated numerically by using the optimization algorithms.

Moreover, we can represent the noise-by-noise sample path for each factor as the following equations. First, the sample path in terms of the fault factor is given as:

\[ C_j^1(t) = c_1 M_j^1(t) + c_2 t + c_3 \{ R(t) - M_j^1(t) \}. \] (31)

Second, the sample path in terms of the network factor is given as:

\[ C_j^2(t) = c_1 M_j^2(t) + c_2 t + c_3 \{ R(t) - M_j^2(t) \}. \] (32)

6. Numerical Examples

We focus on OpenStack [30] in order to evaluate the performance of our method. In this paper, we show numerical examples by using the datasets for OpenStack of cloud OSS. The data used in this paper are collected in the bug tracking system on the website of the OpenStack open source project.

6.1. Reliability Assessment

The unknown parameters included in the proposed model are estimated with the following results:

\[ \hat{\alpha} = 379.96, \quad \hat{\beta} = -0.00271, \quad \hat{b} = 0.00991, \quad \hat{\sigma}_1 = 0.00566, \]

where the changing rate of network traffic \( l \) is experientially assumed to be 0.1. Furthermore, \( \hat{\sigma}_2 \) is estimated as 0.00113. Moreover, the estimation results of jump diffusion parameters based on GA are shown as follows:

\[ \hat{\gamma} = 0.01481, \quad \hat{\mu} = 0.03742, \quad \hat{\tau} = 0.02514. \]

The estimated sample path of cumulative numbers of detected faults, \( \hat{M}_j(t) \), in Equation (20) is shown in Figure 2. From Figure 2, we found that the noise becomes large from 100 to 200 days. Moreover, the estimated sample paths of cumulative numbers of detected faults, \( \hat{M}_j^1(t) \) and \( \hat{M}_j^2(t) \) in Equations (18) and (19) are shown in Figures 3 and 4. From Figures 3 and 4, we can confirm that the sample path in terms of the fault factor becomes large throughout the whole operation phase. On the other hand,
the sample path in terms of the network factor becomes small throughout the whole operation phase. Moreover, Figure 5 shows the estimated sample path of the number of detected faults in terms of fault and network factors. The software managers will be able to comprehend easily the motion of noises by using the cubic graph, such as Figure 5.

**Figure 2.** The estimated sample path of cumulative numbers of detected faults in terms of fault and network factors.

**Figure 3.** The estimated sample path of cumulative numbers of detected faults in terms of the fault factor.
Figure 4. The estimated sample path of cumulative numbers of detected faults in terms of the network factor.

Figure 5. The estimated sample path of cumulative numbers of detected faults in terms of fault and network factors.

6.2. Optimal Maintenance Time

We show the numerical examples based on the optimal maintenance problems, which are discussed in Section 5. Figure 6 shows the sample path of estimated total software cost. From Figure 6, we find that the optimum maintenance time is derived as $t^* = 384.17$ days. Then, the total software maintenance cost is 677.01. Moreover, we can estimate the optimal maintenance time with stability requirements by using the amount of noise in Figure 6. Then, the estimated total software cost with stability requirements is about 450.
Figure 6. The estimated total software cost.

7. Concluding Remarks

In this paper, we have discussed a software dependability assessment based on the jump diffusion model with a two-dimensional Wiener processes in order to consider the software management environment of big data on cloud computing. Furthermore, we have assumed that several factors, big data, cloud computing and network access, have an effect on cloud software, indirectly. Then, we have applied several noises to these indirect factors. Moreover, we have formulated and minimized the total software cost considering the network environment of big data on cloud computing. In particular, we have defined the optimal maintenance problems considering the amount of noise in the sample path as the stability requirement. Then, we have found that our method can evaluate the optimum maintenance time considering the operational environment of cloud computing. Furthermore, we have analyzed actual data to show numerical examples of the dependability optimization for cloud computing. Software managers will be able to understand the stability for the environment of big data on cloud computing by using the noises of the proposed jump diffusion model. Our method may be useful as a method of dependability assessment and as an optimal maintenance method for the cloud computing environment.
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