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1. Introduction

The aim of this article is to deal with two subjects related with information geometry. One is Fisher
metric G defined on a space P(M) of probability measures having continuous positive density function
over a connected, compact manifoldM , and another one is barycenter map from P(∂X) to an Hadamard
manifold X , where ∂X is the ideal boundary of X . This article is an extended version of [1] presented
at MaxEnt 2014, Amboise, France.

The Fisher metric G, remarkably important in information geometry, is defined in a natural way.
The metric G is push-forward invariant, and has an explicit formula of Levi–Civita connection and its
sectional curvature is constant 1/4, as shown in [2] by T. Friedrich.

Before introducing main results, we will explain motivation and background of our study.
An n-dimensional Hadamard manifold (X, g) is diffeomorphic to Rn, and hence to an open ball Dn,

whose actual boundary is Sn−1. X admits also the ideal boundary ∂X as a quotient space of oriented
geodesics on X . Then, we are able to consider Dirichlet problem at boundary ∂X; given a f ∈ C0(∂X),
find a solution u = u(x) on X satisfying ∆u = 0, u|∂X = f . Using the fundamental solution
P = P (x, θ), called Poisson kernel, when its existence is guaranteed, the solution is described as

u(x) =

∫
θ∈∂X

P (x, θ) dθ, x ∈ X. (1)

Refer to [3] for precise definition of Poisson kernel. We obtain then a probability measure P (x, θ)dθ on
∂X parametrized in x ∈ X and have a map, called Poisson kernel map Θ : X → P(∂X).

Theorem 1 ([4–6]). Let (X, g) be an n-dimensional Damek-Ricci space. Then the map Θ is homothetic
with respect to the Fisher metric G and g; Θ∗G = Q

n
g where Q is volume entropy of (X, g). Further Θ

is a harmonic map.

Here, for volume entropyQ refer to §4. The quantityQ is an invariant of Riemannian geometry which
is closely related to the topological entropy of geodesic flow ([7,8]). Refer to [9] with respect to volume
entropy treated in a framework of information geometry.

In the theorem a Damek-Ricci space is a solvable Lie group of a left invariant metric, one dimensional
extension of a generalized Heisenberg group. Refer to [10] for details. A Damek-Ricci space is
a harmonic, Einstein Hadamard manifold and any rank one symmetric space of non-compact type,
namely hyperbolic spaces over the real numbers R, the complex numbers C, the quaternions H and
16-dimensional one over Cayley numbers O are also Damek-Ricci spaces. With respect to Theorem 1,
we have the following theorem.

Theorem 2 ([5]). Let (X, g) be an Hadamard manifold which is equipped with Poisson kernel P (x, θ).
Assume that the map Θ : X → P(∂X) is homothetic; Θ∗G = C g, C > 0, and harmonic with respect
to the metrics G and g. Then (X, g) is asymptotically harmonic and satisfies visibility axiom. Moreover,
C = Q/n and the Poisson kernel has the form P (x, θ) = exp{−QBθ(x)} in terms of Busemann function
Bθ on X .

The terminology with respect to asymptotical harmonicity, visibility axiom and Busemann function
will be explained in the subsequent sections.
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Remark that the equality C = Q/n is derived from asymptotical formula related with mean curvature
of geodesic spheres and mean curvature of corresponding horospheres, level hypersurfaces of Busemann
function ([11]).

With respect to these theorems we are interested in characterization of Damek-Ricci space from
information geometry, especially from a viewpoint of Fisher metric G, since a Damek-Ricci space is
a counterexample of Lichnerowicz conjecture of non-compact version ([12]) and its characterization is
only given by Heber in [13] by Lie group theory argument. By approaching from a viewpoint of the
ideal boundary ∂X , we focus on barycenter of probability measures on ∂X with respect to Busemann
function and shed a light on information geometry of barycenter map bar : P(∂X)→ X .

2. Main Results and Conclusive Remarks

Before entering into the detailed argument, we give an outline of main results and remarks.
In Section 3 we deal with several results on Fisher metric G and also on geodesic, a basic notion of

geometry, defined on (P(M), G). We give a formula of geodesic µ(t) = expµ tτ on P(M) in a simple
form (Theorem 9);

µ(t) =

(
cos

t

2
+ sin

t

2

dτ

dµ
(x)

)2

µ, x ∈M

for an initial condition; µ(0) = µ, µ̇(0) = τ (|τ |G,µ = 1). Here, (dτ/dµ)(x) denotes Radon-Nikodym
derivative of τ with respect to µ. From this, it is concluded in Corollary 2 that any geodesic is periodic,
of period 2π, while not definable over R. Moreover, from this formula which is an improvement of the
formula given by T. Friedrich ([2]) we obtain

Theorem 3. Let µ and µ∗ be arbitrary distinct probability measures in P(M). Then, a curve t ∈ R 7→
µ(t) ∈ P(M) defined by

µ(t) = expµ tτ =

(
cos

t

2
+ sin

t

2

dτ

dµ
(x)

)2

µ (2)

is a unique geodesic such that µ(0) = µ and µ(`) = µ∗. Here ` = `(µ, µ∗) is defined by (4) and τ is a
unit tangent vector at µ given by

τ =
1

sin `
2

(√
dµ∗

dµ
(x)−

∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

)
µ(x). (3)

This theorem asserts that any µ, µ∗, µ 6= µ∗ can be joined by a unique geodesic. The quantity
` = `(µ, µ∗), 0 < ` < π is defined as

cos
`

2
=

∫
x∈M

√
dµ∗

dµ
(x) dµ(x), (4)

giving an apparent length of a geodesic joining µ and µ∗. Notice that the RHS is an f -divergence-like
quantity with respect to f(u) =

√
u (refer to [14]).
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Another main subject is information geometry of barycenter map by applying results of Fisher
information geometry, thus obtained in Section 3. Related results on barycenter map will be explained
in Section 4 and Section 5.

Let (X, g) be an Hadamard manifold with a Riemannian metric g, a simply connected, complete
Riemannian manifold of non-positive curvature. Then, it admits the ideal boundary ∂X and by
using a probability measure defined on ∂X , we consider a function, a µ-average Busemann function
Bµ : X → R;

Bµ(x) =

∫
θ∈∂X

Bθ(x) dµ(θ)

whose critical point is called a barycenter of a probability measure µ so that we have a map, barycenter
map, from a space P(∂X) of probability measures on ∂X to an Hadamard manifold X . Here, the
integrand is a normalized Busemann function (for its detailed argument see Section 4).

Recall, here, an original definition of a barycenter, a center of mass, as follows. Let y1, . . . , yn be
points of a Euclidean space R3 and µ1, . . . , µn be non-negative real numbers satisfying

∑
i µi = 1. A

point p of R3 is called a barycenter of yi, i = 1, . . . , n of weights µi, i = 1, . . . , n, when p satisfies

p =
n∑
i=1

µiyi or
n∑
i=1

µi(yi − p) = 0.

A barycenter is defined also by a critical point of a function on R3; f : R3 → R; f(q) =∑n
i=1 µid

2(q, yi).
This definition of barycenter for a finite points of R3 with weights with respect to the square-distance

can be generalized as one for points of R3 distributed continuously over a bounded set D of R3;

f : R3 → R; f(q) =

∫
R3

d2(q, x)µ(x) dx,

where µ = µ(x) is a non-negative function with supp(µ) ⊂ D satisfying
∫
R3 µ(x) dx = 1. A critical

point of f can be regarded as a barycenter of a probability measure µ(x) dx. A famous theorem of
E. Cartan is regarded as a barycenter theorem ([15]). A choice of testing function d2(x, y) is not
essential. Convexity of testing function is crucial in a theory of barycenter. In our study we deal
with barycenter with respect to Busemann function, a convex testing function, by following the idea
of Douady, Earle ([16]) and Besson, Courtois and Gallot ([8,17]). Refer to [18,19] for studies and results
on barycenter of square-distance and of distance over a Riemannian manifold. Refer also to [20] in this
direction, which is a reference comment due to Professor M. Gromov at the conference.

In our situation, the existence of barycenter for any µ ∈ P(∂X) is assured in Theorem 12, when
(X, g) satisfies visibility axiom (for precise definition see Definition 4 and refer to [21]) and Busemann
function Bθ(x) on X is continuous with respect to θ ∈ ∂X . Uniqueness of barycenter for any µ is
assured, when, for some µ0, average Hessian ∇dBµ0 of Bµ0 is positive definite everywhere on X

(Proposition 6). Thus, we have the barycenter map bar : P(∂X) → X; µ 7→ y, by assigning to µ
a barycenter point y of µ . This map turns out to be surjective, when (X, g) admits Busemann-Poisson
kernel P (x, θ) = exp{−QBθ(x)}, Poisson kernel of Busemann type. Denote by µx the probability
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measure P (x, θ) dθ. Then, bar(µx) = x for any x ∈ X . Busemann-Poisson kernel ensures also the
uniqueness of barycenter for any µ from the identity (see Theorem 14)

(∇dBµx)x(u, v) = QGµx(ν
µx
x u, νµxx v), u, v ∈ TxX, x ∈ X

where, Gµx is Fisher metric at the tangent space TµxP(∂X), and νµxx : TxX → TµxP(∂X) is an injective
linear map associated to µ and a point x = bar(µ) (for its definition see Section 4).

The map bar : P(∂X)→ X , being surjective gives us a projection of a fibre space whose total space
is P(∂X) and base space is X with fibres {bar−1(x); x ∈ X}. The image of the linear map νµx for µ
and x = bar(µ) yields a subspace of TµP(∂X), normal to Tµbar−1(x), the subspace tangent to a fibre
bar−1(x) so that TµP(∂X) splits into a G-orthogonal direct sum (Theorem 15);

TµP(∂X) = Tµbar−1(x)⊕ Im νµx .

Tµbar−1(x) and Im νµx are the vertical, horizontal subspaces of TµP(∂X), respectively. Here,
dim Im νµx = dimX . Remark that the fibration asserted here is infinitesimal.

Each fibre bar−1(x), x ∈ X is a path-connected submanifold of P(∂X). Its geometry is investigated
in terms of the second fundamental form;

Hµ : Tµbar−1(x)× Tµbar−1(x)→ Im νµx ; Hµ(τ, τ1) = (∇ττ1)⊥ , (5)

which is the normal component of ∇ττ1, the covariant derivative of τ1 in direction to τ with respect to
the Levi–Civita connection∇. Refer to [22,23] for definition of the second fundamental form. Applying
the results concerning geodesics on P(∂X) given in Section 3 to a submanifold bar−1(x), we are able
to determine a geodesic µ(t) = expµ tτ which is entirely contained in bar−1(x) as

Theorem 4. Let µ(t) = expµ tτ be a unit speed geodesic, of µ(0) = µ, µ̇(0) = τ , |τ |G,µ = 1. Then,
µ(t) lies entirely on fibre bar−1(x) if and only if, µ ∈ bar−1(x), τ ∈ Tµbar−1(x) and Hµ(τ, τ) = 0.

Remark that the equation Hµ(τ, τ) = 0 on τ is written down in a manner of information geometry as∫
θ∈∂X(dBθ)x(u) (dτ/dµ)2(θ) dµ(θ) = 0.

Moreover, by applying Theorem 11 in Section 3, it is possible to assert the following theorem.

Theorem 5. Let µ, µ∗ ∈ bar−1(x). Then, a geodesic joining µ and µ∗ is contained completely in the
same fibre bar−1(x) if and only if µ and µ∗ fulfill∫

θ∈∂X
(dBθ)x(u)

√
dµ∗

dµ
(θ)dµ = 0

for any u ∈ TxX .

Let φ be an isometry of an Hadamard manifold (X, g). Then, a µ-average Busemann function Bµ

satisfies a cocycle formula with respect to φ;

Bµ(φ−1x) = B(φ̂])µ
(x) + Bµ(φ−1xo), x ∈ X, µ ∈ P(∂X),
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where φ−1 is the inverse of φ, and φ̂ : ∂X → ∂X is a ∂X-extension of φ and φ̂] is a push-forward
induced by φ̂. See Theorem 18. From this formula we have

bar(φ̂]µ) = φ(bar(µ)), µ ∈ P(∂X)

from which each fibre bar−1(x) is mapped by φ̂] to a fibre bar−1(φx) over φx.
By the aid of information geometry we are able to apply above results to an isometry problem; given

a homeomorphism Φ of ∂X , find an isometry φ of (X, g) whose ∂X-extension coincides with Φ. With
respect to this problem we consider a bijective map φ of X satisfying bar(Φ]µ) = φ(bar(µ)) for any
µ ∈ P(∂X) ( we call such a map φ as barycentrically associated to Φ ).

The following theorem gives us an answer to this problem, even partial, provided there exists a cross
section of the fibre space bar : P(∂X)→ X enjoying commutativity properties.

Theorem 6. Let ϕ : X → X be a C1-map barycentrically associated to a homeomorphism Φ : ∂X →
∂X . Assume that there exists a cross section Σ : X → P(∂X) of the fibre space bar : P(∂X) → X , a
map satisfying bar ◦ Σ = idX such that a fibrewise diagram commutes

P(∂X)
Φ]−→ P(∂X)

↑ Σ ↑ Σ

X
ϕ−→ X

and a diagram of tangent space level commutes

TxX
νµxx−→ TµxP(∂X)

↓ (ϕ∗)x ↓ Φ]

TϕxX
ν
µϕx
ϕx−→ TµϕxP(∂X)

(6)

where we denote by µx := Σ(x) ∈ P(∂X). Then, ϕ is an isometry of (X, g) and ∂X-extension ϕ̂ of ϕ
coincides with Φ.

A particularly significant cross section Σ is given by a Poisson kernel map; Θ : X → P(∂X);
x 7→ P (x, θ)dθ = exp{−QBθ(x)} dθ, where P (x, θ) is a Busemann-Poisson kernel on (X, g). The
differential map (Θ∗)x of Θ fulfills (Θ∗)x(u) = − Q νµxx (u), u ∈ TxX in terms of the linear map νµxx ,
µx := P (x, θ)dθ, so that we have

Corollary 1 ([24]). Let Φ : ∂X → ∂X be a homeomorphism of ∂X and ϕ : X → X be a C1-map.
Assume the following diagram commutes with respect to Poisson kernel map Θ;

P(∂X)
Φ]−→ P(∂X)

↑ Θ ↑ Θ

X
ϕ−→ X

(7)

Then, ϕ is an isometry of (X, g) and its ∂X-extension coincides with Φ of ∂X .

Theorem 6 is a generalization of Corollary 1, a main result of [24,25].
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The article is organized as follows. In Section 3 we introduce basic notions of information geometry
of a space P(M) of probability measures on a compact manifold M and define Fisher metric G on it.
We show several useful theorems on the Levi–Civita connection and geodesics on P(M) with detailed
proofs. We derive in Section 4 fundamental properties of Busemann function on an Hadamard manifold,
preliminarily. By using them, we investigate existence and uniqueness of barycenter of a probability
measure, following a proof given in [8]. We define the barycenter map and develop information geometry
of this map. A fibration theorem is similar to our earlier paper [25]. However, geodesical arguments on
fibres develop further the arguments of [25], by applying the results of geodesics on P(M) in Section 3.
Finally, in Section 5, we treat an isometry problem for an Hadamard manifold and give a proof of
Theorem 6.

3. A Space of Probability Measures and Fisher Metric

3.1. A Space of Probability Measures

Let M be a connected, compact smooth manifold. Let B(M) be the family of Borel sets of M . Here
B(M) is a family of subsets of M which satisfies the following; (i) B(M) is a σ-family of M , (ii) every
open subset of M is an element of B(M) and (iii) if F is a family of subsets of M satisfying (i), (ii),
then F ⊂ B(M).

A function P : B(M) → R is called a probability measure of a measurable space (M,B(M)), or a
probability measure on M , when P satisfies

(i) P (A) ≥ 0 for any A ∈ B(M), P (M) = 1 and P (∅) = 0.

(ii) Let {Ej | j = 1, . . . , } be a countable sequence of sets of B(M) satisfying Ei ∩ Ej = ∅ for any
i, j, i 6= j. Then

P

(
∞⋃
i=1

Ei

)
=
∞∑
i=1

P (Ei).

A smooth manifold M , even in an unorientable case, admits a measure induced by the volume measure
of M . We normalize this measure and denote this normalized measure by d θ. The measure d θ is a
probability measure on M .

For example, letM = Sn−1 = {x ∈ Rn ; |x| = 1} be a unit (n−1)-sphere and let dω be the standard
(n− 1)-spherical volume measure on Sn−1. Then dθ = (1/An−1) dω is the normalized measure, where
An−1 is the volume of Sn−1.

Let µ, µ1 be probability measures on M . µ is called to be absolutely continuous with respect to µ1, if
µ(A) = 0 for any A ∈ B(M), whenever µ1(A) = 0.

Let µ be a probability measure on M , absolutely continuous with respect to dθ. Then, from
Radon-Nikodym theorem ([26]) there exists a p ∈ L1(M,dθ) such that µ is represented as µ = p dθ,
namely µ satisfies

µ(A) =

∫
x∈A

p(x) dθ(x), ∀A ∈ B(M).

The probability density function p = p(x) is called Radon-Nikodym derivative of µ with respect to dθ,
written by p = dµ/dθ.
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We denote by P(M) a space of probability measures µ on M , dθ-absolutely continuous (denoted by
µ� dθ) such that µ has a positive continuous density function p = p(x), i.e., p ∈ C0(M), p(x) > 0 for
any x ∈M .

A manifold M admits an L2-function space L2(M,dθ) as

L2(M,dθ) =

{
h : M → R ;

∫
M

h2(x) dθ(x) <∞
}
.

We notice that there exists a natural embedding

ρ : P(M)→ L2(M,dθ); µ = p dθ 7→ √p =

√
dµ

dθ
. (8)

By using this embedding we induce a topology on P(M). Remark that a sequence {µi} of P(M) does
not necessarily admit a limit inside P(M).

Let µ, µ1 be probability measures inP(M). Then we can join µ and µ1 by a path µ(t) = (1−t)µ+tµ1,
t ∈ [0, 1] inside P(M).

Differentiate µ(t) as a curve in P(M) to have

d

dt
((1− t)µ+ tµ1)) = µ1 − µ,

which is a measure on M , represented as µ1 − µ = (p1 − p) dθ satisfying∫
M

d(µ1 − µ) = 0.

Based on this fact, a tangent space TµP(M) of P(M) at µ is defined as

TµP(M) =

{
τ = q(x) dθ(x) ; q ∈ C0(M),

∫
M

q(x) dθ(x) = 0

}
(9)

Notice that the RHS (right hand side) of (9) is independent of µ. So, if we denote by V the RHS
of (9), then V is an infinite dimensional vector space and an arbitrary τ ∈ V induces at any µ ∈ P(M) a
curve µ+ tτ ∈ P(M) for t ∈ (−ε, ε) with a sufficiently small ε.

We define a curve c : (a, b)→ P(M) as

c(t) = p(x, t) dθ,

where p(x, t) is of C1 in t for any fixed x ∈M . So, c = c(t) has velocity vector field along c

dc

dt
(t) =

∂

∂t
p(x, t) dθ ∈ Tc(t)P(M), t ∈ (a, b).

3.2. Fisher Metric

Definition 1. A positive definite inner product Gµ on TµP(M) at µ ∈ P(M) is defined as

Gµ : TµP(M)× TµP(M)→ R; Gµ(τ, τ1) =

∫
x∈M

dτ

dµ
(x)

dτ1

dµ
(x) dµ(x).

A family G = {Gµ | µ ∈ P(M)} is called Fisher metric.
√
Gµ(τ, τ) is denoted by |τ |G,µ.
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The Fisher metric is a generalization of Fisher information matrices appeared in parametric models.
The following is one of remarkable properties of the Fisher metric G.
Let Φ : M →M be a homeomorphism of M . Then, Φ induces a push-forward

Φ] : P(M)→ P(M); (Φ](µ))(A) := µ(Φ−1(A)), A ∈ B(M). (10)

Here µ(A) =
∫
x∈A dµ(x). See [27]. We represent (10) in an integral form as∫

x∈A
q(x) d(Φ]µ)(x) =

∫
x∈Φ−1(A)

q(Φ(x)) dµ(x)

for any measurable function q : M → R.
When Φ is self-diffeomorphism of M , Φ]µ coincides with (Φ−1)∗µ, the pull-back of µ by the inverse

diffeomorphism Φ−1. Notice that
(Φ ◦Ψ)] = Φ] ◦Ψ]

for homeomorphisms Φ, Ψ of M and that the push-forward Φ] : P(M)→ P(M) has differential map

(dΦ])µ : TµP(M)→ TΦ]µP(M); (dΦ])µ(τ) = Φ](τ).

Here Φ]τ is defined similarly as (10). In fact, we have

(dΦ])µ(τ) =
d

dt

∣∣∣∣
t=0

(Φ](µ+ tτ)) =
d

dt

∣∣∣∣
t=0

(Φ](µ) + tΦ](τ)) = Φ](τ).

Theorem 7 ([2]). Let Φ] be a push-forward. Then it acts on P(M) isometrically with respect to the
Fisher metric G. Namely,

GΦ]µ(Φ]τ,Φ]τ1) = Gµ(τ, τ1), ∀τ, τ1 ∈ TµP(M),∀µ ∈ P(M).

Proof. We write µ = p(x) dθ(x) and τ = q(x) dθ(x), τ1 = q1(x) dθ(x). Set σ = Φ]µ. We have then
from definition of push-forward

σ = p(Φ−1(x)) Φ]dθ(x). (11)

This follows in fact from∫
M

h(x) d(Φ]µ)(x) =

∫
M

h(Φ(x)) dµ(x) =

∫
M

h(Φ(x)) p(x) dθ(x)

=

∫
M

(
h× (p ◦ Φ−1)

)
(Φ(x)) dθ(x)

(12)

for any measurable function h on M , which, by definition of push-forward, coincides with
∫
M
h(x) (p ◦

Φ−1)(x) Φ]dθ(x) and the above is obtained.
In a similar way to (11) we have

Φ]τ = q(Φ−1(x)) Φ]dθ(x), Φ]τ1 = q1(Φ−1(x)) Φ]dθ(x),
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so that

Gσ(Φ]τ,Φ]τ1) =

∫
x∈M

(
dΦ]τ

dσ

)
(x)

(
dΦ]τ1

dσ

)
(x) dσ(x)

=

∫
x∈M

q(Φ−1(x))

p(Φ−1(x))

q1(Φ−1(x))

p(Φ−1(x))
d(Φ]µ)(x)

=

∫
x∈M

dτ

dµ
(Φ−1(x))

dτ1

dµ
(Φ−1(x)) d(Φ]µ)(x).

Set F (x) = dτ
dµ

(Φ−1(x)) dτ1
dµ

(Φ−1(x)) and write the above as∫
M

F (x) d(Φ]µ)(x) =

∫
M

F (Φ(x)) dµ(x) =

∫
M

dτ

dµ
(x)

dτ1

dµ
(x) dµ(x)

which is the inner product Gµ(τ, τ1) of τ and τ1 at µ.

Note. The following is known. For any µ ∈ P(M) there exists a homeomorphism Φ : M → M

satisfying µ = Φ]dθ (refer to [28,29]). This fact implies that the action of Homeo(M), which is the
group of homeomorphisms on M , on the space P(M) is isometric and transitive.

Remark 1. The embedding ρ given in (8) satisfies ρ∗〈·, ·〉L2 = 1
4
G, that is,

〈(ρ∗)µτ, (ρ∗)µτ1〉L2 =
1

4
Gµ(τ, τ1), ∀τ, τ1 ∈ TµP(M), µ ∈ P(M).

where 〈·, ·〉L2 is the L2-inner product of L2(M,dθ);

〈f1, f2〉L2 :=

∫
x∈M

f1(x)f2(x)dθ(x), f1, f2 ∈ L2(M,dθ).

3.3. Levi–Civita Connection

The Fisher metric provides the space P(M) a Riemannian metric as above and then induces on P(M)

the Levi–Civita connection ∇ and the Riemannian curvature tensor R. To derive their formulae we will
introduce a constant vector fields on P(M).

Let τ ∈ V . Then, τ is considered as a constant vector field on P(M) by defining a vector field
{τµ | µ ∈ P(M)}, τµ = d

dt

∣∣
t=0

µ(t) ∈ TµP(M), that is, τ is a velocity vector of a curve µ(t) = µ + tτ

at t = 0. Notice that an integral curve of a constant vector field τ passing through µ ∈ P(M) is given
by the curve µ(t).

Theorem 8. Let τ , τ1 be constant vector fields on P(M). Then, the Levi–Civita connection of the Fisher
metric G at µ ∈ P(M) is represented as

∇ττ1 =− 1

2

(
dτ

dµ
(x)

dτ1

dµ
(x)−Gµ(τ, τ1)

)
µ

=− 1

2

(
dτ

dµ
(x)

dτ1

dµ
(x)−

∫
y∈M

dτ

dµ
(y)

dτ1

dµ
(y)dµ(y)

)
µ.

(13)

For this formula see [2].
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Proof. Recall that on a Riemannian manifoldN with a Riemannian metric g the Levi–Civita connection
∇ of g is an affine connection on N , that is,∇ is a bilinear map; (Y, Z) 7→ ∇YZ satisfying

∇fYZ =f ∇YZ,

∇Y (fZ) =Y f · Z + f∇YZ
(14)

for smooth vector fields Y , Z on N and a smooth function f on N , which satisfies (∇Y g)(Z,W ) = 0

together with a symmetry condition, that is, the torsion tensor T (Y, Z) := ∇YZ−∇ZY −[Y, Z] vanishes.
Then, the Levi–Civita connection∇ exists uniquely and one has Koszul’s formula for∇

g(∇YZ,W ) =
1

2
{Y g(Z,W ) + Zg(W,Y )−Wg(Y, Z) + g([Y, Z],W )− g([Z,W ], Y )− g([Y,W ], Z)}.

Here Y , Z, W are smooth vector fields on N ([22]).
We give a reference comment on a metric connection with non-trivial torsion, appeared in information

geometry. A non-trivial torsion T implies geometrically a breaking of the symmetry in connection
coefficients; Γkij = Γkji. In a framework of classical parametric model there are very few study of a metric
connection with non-trivial torsion. However, as far as the authors know, the e-connection developed in
a quantum model has non-trivial torsion. Refer to Chapter 7 of [14] and references cited there.

Now we return back to our situation, that is, to the space (P(M), G) in which we have for constant
vector fields τ , τ1 and τ2

G(∇τ2τ, τ1) =
1

2
{τ2G(τ, τ1) + τG(τ1, τ2)− τ1G(τ, τ2)},

since [τ, τ1] = [τ, τ2] = [τ1, τ2] = 0.
Let µ(t) = µ+ t τ2 be a curve in P(M) of µ(0) = µ and µ̇(t) = τ2. We have then

(τ2)µG(τ, τ1) =
d

dt

∣∣∣∣
t=0

Gµ(t)(τ, τ1)

=
d

dt

∣∣∣∣
t=0

∫
M

dτ

dµ(t)
(x)

dτ1

dµ(t)
(x) dµ(t)(x)

=

∫
M

∂

∂t

∣∣∣∣
t=0

(
dτ

dµ(t)
(x)

dτ1

dµ(t)
(x) dµ(t)(x)

)
in which the integrand is

∂

∂t

∣∣∣∣
t=0

(
dτ

dµ(t)
(x)

dτ1

dµ(t)
(x) dµ(t)(x)

)
=

∂

∂t

(
dτ

dµ(t)
(x)

)∣∣∣∣
t=0

dτ1

dµ
(x) dµ(x) +

dτ

dµ
(x)

∂

∂t

(
dτ1

dµ(t)
(x)

)∣∣∣∣
t=0

dµ(x)

+
dτ

dµ
(x)

dτ1

dµ
(x)

∂

∂t
(dµ(t)(x))

∣∣∣∣
t=0

.

The partial derivative term becomes

∂

∂t

(
dτ

dµ(t)
(x)

)∣∣∣∣
t=0

= −dτ
dµ

(x)
dτ2

dµ
(x),
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since by calculation

∂

∂t

(
dτ

dµ(t)
(x)

)∣∣∣∣
t=0

=
∂

∂t

(
q(x)

p(x) + tq2(x)

)∣∣∣∣
t=0

= − q(x)q2(x)

(p(x) + tq2(x))2

∣∣∣∣
t=0

=− q(x)q2(x)

p2(x)
= −dτ

dµ
(x)

dτ2

dµ
(x).

Similarly
∂

∂t

(
dτ1

dµ(t)
(x)

)∣∣∣∣
t=0

= −dτ1

dµ
(x)

dτ2

dµ
(x).

Since
∂

∂t
(dµ(t)(x))

∣∣∣∣
t=0

= dτ2(x),

one obtains

(τ2)µG(τ, τ1) =

∫
M

(
−dτ
dµ

(x)
dτ2

dµ
(x)

)
dτ1

dµ
(x) dµ(x)

+

∫
M

dτ

dµ
(x)

(
−dτ1

dµ
(x)

dτ2

dµ
(x)

)
dµ(x) +

∫
M

(
dτ

dµ
(x)

dτ1

dµ
(x)

)
dτ2(x).

Here dτ2(x) = dτ2
dµ

(x) dµ(x). So,

(τ2)µG(τ, τ1) = −
∫
M

dτ

dµ
(x)

dτ1

dµ
(x)

dτ2

dµ
(x) dµ(x).

One obtains similar formulae for the terms τµG(τ1, τ2), (τ1)µG(τ, τ2) and then finally

Gµ(∇τ2τ, τ1) = −1

2

∫
M

dτ

dµ
(x)

dτ2

dµ
(x)

dτ1

dµ
(x) dµ(x).

On the other hand, one observes∫
M

Gµ(τ, τ2)
dτ1

dµ
(x) dµ(x) = Gµ(τ, τ2)

∫
M

dτ1(x) = 0

and hence

Gµ(∇τ2τ, τ1) =− 1

2

∫
M

(
dτ

dµ
(x)

dτ2

dµ
(x)−Gµ(τ, τ2)

)
dτ1

dµ
(x) dµ(x)

=Gµ

(
−1

2

(
dτ

dµ
(x)

dτ2

dµ
(x)−Gµ(τ, τ2)

)
µ, τ1

)
.

Since τ1 is arbitrary, (13) is derived.

Theorem 9. The Riemannian curvature tensor R of the Fisher metric G satisfies

Rµ(τ1, τ2)τ =
1

4
(Gµ(τ, τ2)τ1 −Gµ(τ, τ1)τ2)

for constant vector fields τ , τ1, τ2. Hence, sectional curvature of any section τ ∧ τ1 is K(τ ∧ τ1) = 1
4
.
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Refer to [2] for this theorem. We omit proving this theorem. In general, a finite dimensional
Riemannian manifold of constant sectional curvature 1/4 is (locally) isometric to a sphere of radius 2.
So, the space P(M) with the metric G is considered to be isometrically an infinite dimensional sphere
of radius 2.

As is shown in the next section, this infinite dimensional Riemannian manifold (P(M), G) is not
geodesically complete, in other words, every geodesic is not necessarily extended over R.

3.4. Geodesics

Theorem 10. Let µ ∈ P(M) and τ ∈ TµP(M). Assume τ is a unit tangent vector at µ, i.e., |τ |G,µ = 1.
Then, the geodesic µ(t), denoted by expµ tτ , with µ(0) = µ, µ̇(0) = τ has the form represented by

µ(t) =

(
cos

t

2
+ sin

t

2

dτ

dµ
(x)

)2

µ, (15)

in other words,

µ(t) =

(
cos

t

2
+ sin

t

2

q(x)

p(x)

)2

p(x) dθ(x) (16)

where µ = p(x) dθ and τ = q(x) dθ are density function representation of µ, τ .

Note. Set t = π into (15). Then µ(π) = ( dτ
dµ

(x))2µ = q(x)2

p(x)
dθ. However, τ is a tangent vector to P(M)

so τ satisfies
∫
x∈M q(x)dθ(x) = 0 from which there exists a point xo ∈ M with q(xo) = 0 and then the

density function of µ(π) vanishes at point xo and then µ(π) 6∈ P(M).

To prove Theorem 10, we will show the following lemma, obtained by T. Friedrich ([2]).

Lemma 1. Let µ(t) = p(x, t) dθ be a geodesic such that µ(0) = µ = p0(x) dθ, µ̇(0) = τ = q(x) dθ ∈
TµP+(M), |τ |G,µ = 1. Then,

p(x, t) =
1

1 + tan2 t
2

{
p0(x) + 2 tan

t

2
q(x) + tan2 t

2

q2(x)

p0(x)

}
. (17)

From this lemma it is easy to see that µ(t) = p(x, t) dθ has the above form (15).

Proof of Lemma 1. A proof is given in [2]. However, we will give a proof for a later convenience in
proving Theorems 16 and 17. So, for simplicity we write by abbreviation µ(t) = p(t) dθ and µ̇(t) =

ṗ(t) dθ. Letting τ be a constant vector field, we have

G(∇µ̇(t)µ̇(t), τ) = µ̇(t) (G(µ̇(t), τ))−G(µ̇(t),∇µ̇(t)τ), (18)

since ∇ preserves the metric G.
Notice that from the rule (14) of Levi–Civita connection, the tangent vector µ̇(t) ∈ Tµ(t)P(M) of

∇µ̇(t), appeared in the second term of (18) can be extended as a constant vector field, denoted by the
same symbol. So, we can apply (13) to the above and have

∇µ̇(t)τ = −1

2

(
dµ̇(t)

dµ(t)

dτ

dµ(t)
−Gµ(t)(µ̇(t), τ)

)
µ(t).
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Thus, the Radon-Nikodym derivative of∇µ̇(t)τ with respect to µ(t) is

d ∇µ̇(t)τ

dµ(t)
= −1

2

(
dµ̇(t)

dµ(t)

dτ

dµ(t)
−Gµ(t)(µ̇(t), τ)

)
.

Therefore, we have

G(µ̇(t),∇µ̇(t)τ) =

∫
M

(
dµ̇(t)

dµ(t)

){
−1

2

(
dµ̇(t)

dµ(t)

dτ

dµ(t)
−Gµ(t)(µ̇(t), τ)

)}
dµ(t)

=− 1

2

∫
M

(
dµ̇(t)

dµ(t)

)2
dτ

dµ(t)
dµ(t) +

1

2
Gµ(t)(µ̇(t), τ)

∫
M

(
dµ̇(t)

dµ(t)

)
dµ(t)

=− 1

2

∫
M

(
dµ̇(t)

dµ(t)

)2

dτ +
1

2
Gµ(t)(µ̇(t), τ)

∫
M

dµ̇(t)

=− 1

2

∫
M

(
dµ̇(t)

dµ(t)

)2

dτ = −1

2

∫
M

(
ṗ(t)

p(t)

)2

dτ.

On the other hand, the first term of (18) is

µ̇(t)G(µ̇(t), τ) =
d

dt
Gµ(t)(µ̇(t), τ) =

d

dt

∫
M

(
ṗ(t)

p(t)

)
dτ =

∫
M

∂

∂t

(
ṗ(t)

p(t)

)
dτ.

Then (18) becomes

G(∇µ̇(t)µ̇(t), τ) =

∫
M

{
∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2
}
dτ.

Here,
{

∂
∂t

(
ṗ(t)
p(t)

)
+ 1

2

(
ṗ(t)
p(t)

)2
}
µ(t) is not necessarily a tangent vector at µ(t). We choose a real valued

function C(t) of t, independent of x ∈M satisfying{
∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2

+ C(t)

}
µ(t) ∈ Tµ(t)P+(M).

In fact, we define C(t) as

C(t) =−
∫
M

{
∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2
}
p(t) dθ

=−
∫
M

∂

∂t

(
dµ̇(t)

dµ(t)

)
dµ(t)− 1

2
G(µ̇(t), µ̇(t)).

Hence, we have

G(∇µ̇(t)µ̇(t), τ) = G

({
∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2

+ C(t)

}
µ(t), τ

)
for an arbitrary constant vector field τ .

Therefore we have

∇µ̇(t)µ̇(t) =

{
∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2

+ C(t)

}
µ(t)

Thus, it is concluded that µ(t) = p(t) dθ is a geodesic if and only if p(t) = p(x, t) satisfies

∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2

+ C(t) = 0,

∫
M

ṗ(t) dθ = 0. (19)
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Remark 2. Equation (19) is expressed as

∂

∂t

(
µ̇(t)

µ(t)

)
+

1

2

(
µ̇(t)

µ(t)

)2

+ C(t) = 0, µ̇(t) ∈ Tµ(t)P(M).

Now we will solve these equations.
Notice that if µ(t) is a geodesic, Gµ(t)(µ̇(t), µ̇(t)) is constant along µ(t) so from the initial condition

Gµ(t)(µ̇(t), µ̇(t)) ≡ 1. Therefore, we can write (19) as

∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2

−
∫
M

∂

∂t

(
ṗ(t)

p(t)

)
p(t) dθ − 1

2
= 0,∫

M

ṗ2(t)

p(t)
dθ = 1,

∫
M

ṗ(t)dθ = 0.

(20)

The second equation means that |µ̇(t)|G,µ(t) = 1. Set g(t) :=
∫
M

∂
∂t

(
ṗ(t)
p(t)

)
p(t) dθ. We have then

g(t) =
d

dt

(∫
M

(
ṗ(t)

p(t)

)
p(t) dθ

)
−
∫
M

(
ṗ(t)

p(t)

)
ṗ(t) dθ

=
d

dt

(∫
M

dµ̇(t)

)
−Gµ(t)(µ̇(t), µ̇(t)) = 0− 1 = −1.

So Equations (20) reduce to

∂

∂t

(
ṗ(t)

p(t)

)
+

1

2

(
ṗ(t)

p(t)

)2

+
1

2
= 0,

∫
M

(
ṗ(t)

p(t)

)2

p(t)dθ = 1,

∫
M

ṗ(t)dθ = 0.

To solve these, we set w(t) = ṗ(t)
p(t)

. Then w(t) satisfies

ẇ(t) +
1

2

(
w2(t) + 1

)
= 0. (21)

By solving (21), we have w(t) = tan
(
−1

2
t+ A(x)

)
, x ∈ M , where A(x) is an integral constant

depending on x. By integrating w(t) = ṗ(t)/p(t), where p(t) = p(x, t),

log p(x, t) = 2 log cos

(
−1

2
t+ A(x)

)
+B1(x),

and hence

p(x, t) = B(x) cos2

(
−1

2
t+ A(x)

)
.

Here B(x) is an integral constant. The constants A(x), B(x) are given as

A(x) = arctan

(
ṗ(x, 0)

p(x, 0)

)
,

B(x) =
p2(x, 0) + ṗ2(x, 0)

p(x, 0)
,

where p(x, 0) = p0(x), ṗ(x, 0) = q(x).

Corollary 2 ([2]). Every geodesic on (P(M), G) is periodic, of period 2π.
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In fact, from (15) a geodesic µ(t) is represented as

µ(t) =

(
cos2 t

2
+ 2 sin

t

2
cos

t

2

dτ

dµ
(x) + sin2 t

2

(
dτ

dµ

)2

(x)

)
µ

and cos2 t
2

= 1
2
(1 + cos t). We have then the corollary.

Definition 2. Define ` : P(M)× P(M)→ [0, π); (µ, µ∗) 7→ ` = `(µ, µ∗) by

cos
`

2
=

∫
x∈M

√
dµ∗

dµ
(x) dµ(x). (22)

One sees `(µ, µ∗) = `(µ∗, µ) and that ` = 0 if and only if µ = µ∗. cos `
2

is an f -divergence-like
quantity with respect to f(u) =

√
u (See [14]).

Remark 3. In [2] T. Friedrich remarked that the distance between µ and µ∗ in P(M) is given by ` =

`(µ, µ∗).

Theorem 11. Let µ and µ∗ be arbitrary probability measures in P(M), µ 6= µ∗. Then, there exists a
unique geodesic µ(t), i.e., a curve; t ∈ I ⊂ R 7→ µ(t) ∈ P(M) with µ(0) = µ, µ(`) = µ∗, where
` = `(µ, µ∗) is given by (22) and I is an open interval;

µ(t) = expµ tτ =

(
cos

t

2
+ sin

t

2

dτ

dµ
(x)

)2

µ, (23)

where τ is a unit tangent vector at µ represented by

τ =
1

sin `
2

(√
dµ∗

dµ
(x)−

∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

)
µ(x). (24)

Proof. First we will show
Assertion 1. The measure τ given by (24) is a unit tangent vector to P(M) at µ.

In fact, ∫
M

dτ =
1

sin `
2

∫
x∈M

(√
dµ∗

dµ
(x)−

∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

)
dµ(x)

=
1

sin `
2

(∫
x∈M

√
dµ∗

dµ
(x) dµ(x)−

∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

)
= 0,

so that τ is a tangent vector to P(M). Moreover, τ is unit, i.e., Gµ(τ, τ) = 1, as we compute
straightforward

Gµ(τ, τ) =

∫
M

(
dτ

dµ
(x)

)2

dµ(x) (25)
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and substitute (24) into (25) to have

Gµ(τ, τ) =
1

sin2 `
2

∫
x∈M

(√
dµ∗

dµ
(x)−

∫
y∈M

√
dµ∗

dµ
(y)dµ(y)

)2

dµ(x)

=
1

sin2 `
2

∫
x∈M

{
dµ∗

dµ
(x)− 2

(∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

) √
dµ∗

dµ
(x)

+

(∫
y∈M

√
dµ∗

dµ
(y)dµ(y)

)2
 dµ(x)

=
1

sin2 `
2


∫
x∈M

dµ∗(x)− 2

(∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

)2

+

(∫
y∈M

√
dµ∗

dµ
(y) dµ(y)

)2


=
1

sin2 `
2

(
1− cos2 `

2

)
= 1.

Assertion 2. A geodesic defined by (23) satisfies µ(0) = µ and µ(`) = µ∗.
It is seen µ(0) = µ from (23). At t = `

µ(`) =

(
cos

`

2
+ sin

`

2

dτ

dµ
(x)

)2

µ

and from (25)

sin
`

2

dτ

dµ
(x) =

√
dµ∗

dµ
(x)−

∫
y∈M

√
dµ∗

dµ
(y) dµ(y) =

√
dµ∗

dµ
(x)− cos

`

2
.

Hence, we find µ(`) = µ∗ as follows;

µ(`) =

{
cos

`

2
+

(√
dµ∗

dµ
(x)− cos

`

2

)}2

µ =

(√
dµ∗

dµ
(x)

)2

µ =
dµ∗

dµ
(x) µ = µ∗.

Assertion 3. A geodesic joining µ and µ∗ is unique for µ 6= µ∗.
To verify this assertion let µ(t) = expµ tτ and µ̃(t) = expµ tτ̃ be unit speed geodesics satisfying

µ(0) = µ̃(0) = µ and µ(`) = µ̃(`) = µ∗. From the latter condition we have by using (15)(
cos

`

2
+ sin

`

2

dτ̃

dµ
(x)

)2

µ =

(
cos

`

2
+ sin

`

2

dτ

dµ
(x)

)2

µ, ∀x ∈M

from which

cos
`

2
+ sin

`

2

dτ̃

dµ
(x) = ±

(
cos

`

2
+ sin

`

2

dτ

dµ
(x)

)
for any x ∈M .

To assert
cos

`

2
+ sin

`

2

dτ̃

dµ
(x) = cos

`

2
+ sin

`

2

dτ

dµ
(x), ∀x ∈M

define subsets M± of M by

M± =

{
x ∈M ; cos

`

2
+ sin

`

2

dτ̃

dµ
(x) = ±

(
cos

`

2
+ sin

`

2

dτ

dµ
(x)

)}
.
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Then, M = M+ ∪M−. Moreover M+ ∩M− = ∅. This is because if otherwise, M+ ∩M− 6= ∅, then at
a point x ∈M+ ∩M− it holds

cos
`

2
+ sin

`

2

dτ̃

dµ
(x) = 0.

So, at x, µ̃(`) =
(

cos `
2

+ sin `
2
dτ̃
dµ

(x)
)2

µ = 0. However, it must coincide at x with µ∗ which has a
positive density function. So M+ ∩M− = ∅.

We see that M+ = {x ∈M ; τ̃(x) = τ(x)} and M− = {x ∈M ; q(x) + q̃(x) = −2 cot `
2
}. Here we

write τ = q(x) dθ and τ̃ = q̃(x) dθ. Then, M+ and M− are closed in M .
Suppose M− 6= ∅. Then, M− must be a non-empty, proper subset of M . This is because, otherwise if

M− = M is assumed, then, since τ̃ , τ are tangent to P(M) we see, from 0 < ` < π∫
M

dτ̃ = −
∫
M

dτ − 2 cot
`

2

∫
M

dθ = −2 cot
`

2
6= 0.

This is a contradiction. So, M− is a proper subset and hence M+ = M \M− is a non-empty closed, but
open subset of M . Therefore, since M is connected, M+ = M , namely τ̃(x) = τ(x) for any x ∈ X ,
from which the assertion is proved.

From these assertions Theorem 11 is verified.

Remark 4. For the ` of (22)

µ∗ 6= µ ⇐⇒ sin
`

2
6= 0.

It suffices for this to show
µ∗ = µ ⇐⇒ ` = 0,

since, for ` ∈ [0, π), sin `/2 = 0 if and only if ` = 0. With respect to the embedding ρ : P(M) →
L2(M,dθ), given in (8), we have

||ρ(µ∗)− ρ(µ)||2L2 = 2− 2 cos
`

2

from which it follows that ` = 0 implies ||ρ(µ∗) − ρ(µ)||L2 = 0 and hence µ∗ = µ, since ρ is an
embedding. Conversely, if µ∗ = µ, then

√
dµ∗/dµ(x) = 1 so cos `/2 =

∫
M

√
dµ∗/dµ(x)dµ = 1 and

thus ` = 0.

To guarantee completeness of geodesics we must extend the space P(M), for example, to the space
of probability measures on M , absolutely continuous with respect to dθ and with non-negative density
function.

4. Hadamard Manifolds and Barycenter Map

4.1. Hadamard Manifolds and Ideal Boundary

Let (X, g) be an Hadamard manifold. Then the ideal boundary ∂X of (X, g) is defined by taking
quotient of space of geodesics of X and is homeomorphic to an (n − 1)-sphere Sn−1. For any θ ∈ ∂X
Busemann function Bθ normalized at some point and parametrized in θ ∈ ∂X provides a µ-average
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Busemann function Bµ on X in terms of a probability measure µ on ∂X . Under some geometrical
assumptions which X fulfills, Bµ admits a unique critical point so that we have a barycenter map bar :

P(∂X)→ X by assigning to an arbitrary probability measure µ on ∂X a point in X as its barycenter, a
critical point of Bµ.

Let (X, g) be an Hadamard manifold, a simply connected, complete Riemannian manifold with a
metric g = 〈·, ·〉 of non-positive curvature. By Cartan-Hadamard theorem an Hadamard manifold is
diffeomorphic to a Euclidean space of same dimension. Refer, for this theorem, to [30,31]

A Euclidean space together with a real hyperbolic space Hn(R) are typical examples of Hadamard
manifold. Geometrical properties which an Hadamard manifold enjoys are the following;

(i) Any two points on X can be joined by a unique geodesic.

(ii) Let ∆ be a geodesic triangle in X with interior angles α1, α2, α3 and lengths of opposite side, `1,
`2, `3. Then, we have a law of cosines;

`2
3 ≥ `2

1 + `2
2 − 2`1`2 cosα3.

(iii) The distance function from a fixed point xo ∈ X; dxo : X → R, x 7→ d(x, xo) is convex, i.e., for
any geodesic γ in X; t 7→ γ(t) the restricted function dxo ◦ γ : t 7→ dxo(γ(t)) is convex on R.

Here a function f : R→ R is convex, if it satisfies

f(at1 + (1− a)t2) ≤ a f(t1) + (1− a) f(t2), ∀t1, t2 ∈ R, 0 ≤ a ≤ 1. (26)

Let us define for an Hadamard manifold (X, g) the ideal boundary ∂X , or a boundary at infinity.

Let γ, σ;R → X be unit speed geodesics on X . We say that γ is asymptotically equivalent with
σ, denoted by γ ∼ σ, when there exists a constant C > 0 such that d(γ(t), σ(t)) ≤ C for any t ≥ 0.
The relation ∼ is an equivalence relation on the space Geo(X) of all oriented, unit speed geodesics on
X . The quotient space Geo(X)/ ∼ is called the ideal boundary of X , denoted by ∂X . An equivalence
class represented by γ ∈ Geo(X) is called an asymptotic class, denoted by [γ] or γ(∞). Notice that all
geodesics on X are assumed to be of unit speed and oriented.

Let x ∈ X be an arbitrary point of X and SxX the space of unit tangent vectors at x;

SxX = {v ∈ TxX ; ||v|| = 1}.

Then we define a map

β = βx : SxX → ∂X; v 7→ [γ], (27)

where γ ∈ Geo(X) is a geodesic given by γ(t) = expx(tv), t ∈ R.

Proposition 1 ([30]). The map βx is bijective.

Moreover, we equip the space X ∪ ∂X with a topology, called a cone topology as follows. For
x ∈ X and θ1, θ2 ∈ X ∪ ∂X (x 6= θ1, x 6= θ2) we define 6 x(θ1, θ2) = 6 (γ̇1(0), γ̇2(0)) angles between
a geodesic γ1 from x to θ1 and a geodesic γ2 from x to θ2. For x ∈ X and θ ∈ ∂X , ε > 0 let
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Cx(θ, ε) = {θ1 ∈ X ∪ ∂X ; θ1 6= x, 6 x(θ, θ1) < ε} be a cone. Further, let Tx(θ, ε) = Cx(θ, ε) \B(x, r)

be a truncated cone (B(x, r) = {y ∈ X|d(y, x) ≤ r} is a closed geodesic ball). Then, a topology
generated by open geodesic balls in X and such truncated cones is called a cone topology of X ∪ ∂X .
Notice that thus defined cone topology when restricted to ∂X is homeomorphic to the usual topology on
SxX via the mapping βx. Refer to [31] for the detail.

Let (dθ)x be a standard volume measure on SxX , normalized by (dθ)x(SxX) = 1. Through βx we
obtain a measure (βx)](dθ)x on ∂X , denoted by dθ.

4.2. Normalized Busemann Function

Busemann function on X is introduced to define an average Busemann function in terms of a
probability measure on ∂X .

Let γ : R→ X be a geodesic on X . Define a function ft : X → R for t > 0 by

ft(x) = dx(γ(t))− t = d(x, γ(t))− d(γ(0), γ(t)).

For any x ∈ X a limit limt→∞ ft(x) exists, as we will see in Proposition 2. We write this limit as
f∞(x) and define a function on X; x 7→ f∞(x), called Busemann function, denoted by Bγ : X → R;
x 7→ f∞(x).

Each level set of Bγ is called a horosphere, important in studying geometry of Hadamard manifolds.
See [11], for example.

Example 1. In a Euclidean space (X, g) = (Rn, go) let γ be a geodesic, γ(t) = (t, 0, . . . , 0). Then,
Bγ(x) = −x1 for x = (x1, . . . , xn) ∈ Rn from the following

ft(x) = d(x, γ(t))− t =

√√√√(x1 − t)2 +
n∑
i=2

(xi)2 − t =
−2tx1 +

∑n
i=2(xi)2√

(x1 − t)2 +
∑n

i=2(xi)2 + t
→ −x1,

as t→∞.

Example 2. Busemann function on Hn(R), an n-dimensional real hyperbolic space with standard
hyperbolic metric, normalized at o, is given

Bγ(x) = − log
1− |x|2

|x− θ|2
,

where θ = γ(∞) ∈ Sn−1.

Proposition 2. The functions ft : X → R, t > 0, introduced above, have a limit limt→∞ ft(x) for each
x ∈ X .

From the triangle inequality we have

t1 < t2 =⇒ ft1(x) ≥ ft2(x), ∀x ∈ X.

In fact, since d(γ(t1), γ(t2)) = t2 − t1, we see

d(x, γ(t2)) ≤ d(x, γ(t1)) + d(γ(t1), γ(t2)) = d(x, γ(t1)) + (t2 − t1)
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from which the above is derived. On the other hand, we observe uniform boundedness of ft, that is
|ft(x)| ≤ d(γ(0), x) for any x ∈ X and t > 0 as follows;

ft(x) = d(x, γ(t))− t ≤ d(x, γ(0)) + d(γ(0), γ(t))− t = d(x, γ(0))

and

t− d(x, γ(t)) = d(γ(0), γ(t))− d(x, γ(t))

≤ d(γ(0), x) + d(x, γ(t))− d(x, γ(t)) = d(x, γ(0))

so −d(x, γ(0)) ≤ ft(x) ≤ d(x, γ(0)).
Therefore, the sequence {ft(x)|t > 0} is bounded and decreasing and then has a limit as t→∞.

Proposition 3. Let γ and σ be geodesics. If γ ∼ σ, then

Bγ(x)−Bσ(x) = c, ∀x ∈ X,

for a constant c.

See [30,31] for this proposition, from which, for θ ∈ ∂X Busemann function Bγ associated with
a geodesic γ, [γ] = θ, gives us a same function on X modulo additive constant. So, let xo ∈ X be
an arbitrary point of X as a base point. Then, from non-positive curvature of X there exists a unique
geodesic γ such that γ(0) = xo and [γ] = θ.

Definition 3. Let xo ∈ X and θ ∈ ∂X . Let γ : R→ X be a geodesic satisfying γ(0) = xo and [γ] = θ.
The Busemann function Bγ associated to γ is called normalized Busemann function, denoted by Bθ.

Properties of (normalized) Busemann function:

(i) Bθ(xo) = 0 for any θ ∈ ∂X ,

(ii) Bθ(γ(t)) = −t, t ∈ R, for any θ ∈ ∂X , where γ is a geodesic satisfying γ(0) = xo, [γ] = θ.

(iii) Busemann function is Lipschitz continuous;

|Bθ(x)−Bθ(y)| ≤ d(x, y), x, y ∈ X.

(iv) Busemann function is of class C2 (refer to [32]).

(v) Gradient vector field ∇Bθ satisfies |(∇Bθ)x| ≡ 1 for any x ∈ X and θ ∈ ∂X . Here (∇Bθ)x ∈
TxX is defined by 〈(∇Bθ)x, v〉 = v(Bθ), directional derivative of Bθ with respect to v ∈ TxX . An
integral curve x(t) of ∇Bθ passing through a point x is obtained by x(t) = σ(−t), where σ is a
geodesic of σ(0) = x and [σ] = θ. Moreover, for any x ∈ X and any vector v ∈ SxX there exists
a θ ∈ ∂X such that v = −(∇Bθ)x so that βx(v) = θ.

(vi) Busemann function is convex (see (26)), since it is a limit of convex functions.
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(vii) From (vi), the Hessian of Busemann function (∇dBθ)x : Tx× Tx → R is positive semi-definite at
any point x ∈ X , i.e., (∇dBθ)x(v, v) ≥ 0, for any v ∈ TxX and x ∈ X , and satisfies

(∇dBθ)x((∇Bθ)x, v) = 0, v ∈ TxX.

Here, for a C2-function f on X the Hessian∇df is a symmetric bilinear form, defined by

(∇df)x(u, v) = u (V f)− (∇uV )f, u, v ∈ TxX, x ∈ X

where V is a smooth vector field, an extension of v. Notice that for a unit vector u ∈ SxX

(∇df)x(u, u) =
d2

dt2

∣∣∣∣
t=0

f(γ(t))

with respect to a geodesic γ such that γ(0) = x, γ̇(0) = u.

Example 3. On a Euclidean space∇dBθ = 0 for any θ ∈ ∂X(due to Example 1).

Example 4. On a real hyperbolic space Hn(R), n ≥ 2,

(∇dBθ)x(u, v) = 〈u, v〉 − 〈∇Bθ, u〉 〈∇Bθ, u〉, u, v ∈ TxX.

See for this [8].

Let (X, g) be an Hadamard manifold and φ : X → X be an isometry of X , i.e., a smooth
transformation ofX satisfying φ∗g = g. An isometry preserves the distance d ofX , i.e., d(φ(x), φ(y)) =

d(x, y), x, y ∈ X and transforms a geodesic σ into a new geodesic φ ◦ σ so that, if σ ∼ γ, then
φ ◦ σ ∼ φ ◦ γ. Therefore, φ induces a transformation φ̂ of ∂X , a ∂X-extension of φ as

φ̂ : ∂X → ∂X; θ = [γ] 7→ [φ ◦ γ].

Notice that (φ̂)−1 = φ̂−1 for the inverse φ−1 of φ. φ̂ is a homeomorphism of ∂X in terms of cone
topology.

Proposition 4 (Busemann cocycle formula [33]). Any normalized Busemann function enjoys a cocycle
formula with respect to an isometry φ of X;

Bθ(φ(x)) = Bφ̂−1(θ)(x) +Bθ(φ(xo)). (28)

Proof. Let γ : R → X be a geodesic, γ(0) = xo, [γ] = θ. Notice that φ ◦ γ is a geodesic with
φ ◦ γ(0) = φ(xo), which, in general, does not coincide with the base point xo. For the Busemann
function Bφ−1◦γ(x) with respect to a geodesic φ−1 ◦ γ we have

Bφ−1◦γ(x) = lim
t→∞

(
d(x, φ−1 ◦ γ(t))− t

)
= lim

t→∞
(d(φ(x), γ(t))− t) = Bγ(φ(x)).

(29)

On the other hand, φ−1 ◦ γ belongs to φ̂−1(θ) and (φ−1 ◦ γ)(0) = φ−1(xo). Let σ be a geodesic such
that [σ] = φ̂−1(θ), σ(0) = xo. Then, the normalized Busemann function Bφ̂−1(θ) is given by Bσ. Since
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φ−1 ◦ γ and σ belong to the same φ̂−1(θ), from (29) Bσ − Bφ−1◦γ is a constant function on X . This
constant is given from the above by (Bσ −Bφ−1◦γ) (xo) = −Bφ−1◦γ(xo) = −Bγ(φ(xo)) so that on X

Bσ(x)−Bφ−1◦γ(x) ≡ −Bγ(φ(xo)). (30)

Since Bθ is given by Bγ , (28) is obtained from (30).

In what follows, every normalized Busemann function Bθ on X is assumed to be continuous with
respect to θ ∈ ∂X for each fixed point x ∈ X . This assumption is guaranteed by a real hyperbolic space.
See Example 3. Rank one symmetric spaces of non-compact type and Damek-Ricci spaces satisfy this
assumption, as is seen in [25].

Definition 4 ([21]). An Hadamard manifold (X, g) is said to satisfy visibility axiom, if for any distinct
ideal point θ, θ1 of ∂X there exists a geodesic γ : R→ X such that γ(+∞) = θ and γ(−∞) = θ1. Here
γ(−∞) ∈ ∂X defined by [γ−], where γ− is the geodesic of reversed orientation given by γ−(t) = γ(−t),
t ∈ R.

A Euclidean space does not satisfy visibility axiom.

Proposition 5. Let (X, g) be an Hadamard manifold. (X, g) satisfies visibility axiom if and only if, for
any θ ∈ ∂X

lim
x→θ1

Bθ(x) = +∞,

provided θ1 6= θ. Refer to [31] for this.

Notice Bθ(x) = −∞, if x→ θ, from property (i) of normalized Busemann function.

4.3. Average Busemann Function and Barycenter

In what follows, an Hadamard manifold satisfies visibility axiom and Busemann function Bθ(x) is
continuous with respect to every θ.

Let ∂X be, as before, the ideal boundary of an Hadamard manifold (X, g), diffeomorphic to Sn−1,
n = dimX and dθ a normalized standard measure on ∂X .

Denote by P(∂X) a space of probability measures µ on ∂X which is absolutely continuous with
respect to dθ (µ� dθ) whose density function p = p(θ) is of C0 and positive;

P(∂X) =

{
µ = p(θ) dθ ;

∫
∂X

p(θ) dθ = 1, p ∈ C0(∂X), p(θ) > 0 (∀θ ∈ ∂X)

}
.

Definition 5. Let µ ∈ P(∂X). Then, a function Bµ : X → R, called µ-average Busemann function, is
defined by

Bµ(x) =

∫
θ∈∂X

Bθ(x) dµ(θ).

Average Busemann function for any µ ∈ P(∂X) fulfills the following;

(i) For any µ ∈ P(∂X) each Bµ is convex on X and Bµ(xo) = 0.
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(ii) Bµ(γ(t))→ +∞, as t→∞, where γ : R→ X is an arbitrary geodesic in X (Theorem 12).

(iii) Bµ is Lipschitz continuous, in fact, |Bµ(x)−Bµ(y)| ≤ |d(x, y)| for x, y ∈ X .

(iv) The gradient vector field ∇Bµ is defined on X as

(∇Bµ)x =

∫
∂X

(∇Bθ)x dµ(θ), x ∈ X

and satisfies |(∇Bµ)x| ≤ 1, x ∈ X .

(v) the Hessian ∇dBµ can be defined as µ-average Hessian;

(∇dBµ)x(u, v) =

∫
∂X

(∇dBθ)x(u, v) dµ(θ), u, v ∈ TxX x ∈ X,

provided (X, g) is of bounded Ricci curvature and moreover ∆Bθ, the Laplacian of Bθ together
with d(∆Bθ) are uniformly bounded with respect to x ∈ X and θ ∈ ∂X . Here ∆f = −trace∇df
for a C2-function f on X . This is derived from Bochner formula (see [23]). If (X, g) is
asymptotically harmonic ([34]), i.e., ∆Bθ ≡ c for any θ, and of bounded Ricci curvature, the
average Hessian∇dBµ, µ ∈ P(∂X) is defined.

Definition 6. Let µ ∈ P(∂X). A critical point of µ-average Busemann function Bµ is called a
barycenter of µ.

For a C1-function f : X → R, y ∈ X is called a critical point of f , if one of the following equivalent
conditions holds;

(i) the differential of f at y vanishes along all directional vector, i.e.,

d

dt

∣∣∣∣
t=0

f(x(t)) = 0

for any C1-curve x(t) of x(0) = y,

(ii) the one-form df , or the gradient vector field∇f vanishes at y.

Observation. For µ = p(θ) dθ ∈ P(∂X), x ∈ X is a barycenter of µ if and only if (dBµ)x(u) = 0

for any u ∈ TxX , which is equivalent to stating that a measure τ defined by τ = (dBθ)x(u) dµ =

〈(∇Bθ)x, u〉 p(θ) dθ is a tangent vector to P(∂X) at µ for each u ∈ TxX .

Theorem 12. If, as is assumed, an Hadamard manifold (X, g) satisfies visibility axiom and Busemann
function is continuous with respect to any θ ∈ ∂X . Then, every µ ∈ P(∂X) admits a barycenter.

Proof. This theorem is proved by Besson, Courtois and Gallot in [8] by showing Bµ(γ(t)) → ∞ as
t → +∞ along any geodesic γ of X . However, they assume that all probability measures on ∂X are
without atom and an Hadamard manifold (X, g) is of special type, i.e., a rank one symmetric space
of non-compact type. We restrict the space of probability measures as P(∂X). However, we relax
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the assumptions concerning an Hadamard manifold (X, g) and then, assume only that (X, g) satisfies
visibility axiom and Busemann function is continuous with respect to any θ ∈ ∂X .

Let C > 0 be a constant and set AC = {y ∈ X ; Bµ(y) ≤ C}. AC is a convex set and xo ∈ AC , since
Bµ is convex and Bµ(xo) = 0. Note AC contains a geodesic ball {y ∈ X ; d(y, xo) ≤ C/2} since Bµ is
Lipschitz. Let µ ∈ P(∂X) and γ be a geodesic satisfying γ(0) = xo and [γ] = θ. Then it is possible to
verify limt→+∞Bµ(γ(t)) = +∞ in the following steps;
Step I. Since Busemann function Bθ is convex and Bθ(x0) = 0 for any θ, we have

d(γ(t1), x0) Bθ(γ(t) ≥ d(γ(t), x0) Bθ(γ(t1) (31)

in other words
t1Bθ(γ(t)) ≥ t Bθ(γ(t1)) (0 ≤ t1 ≤ t).

In fact, if we set a = t1/t, then, 0 ≤ a ≤ 1 and we have t1 = (1 − a) 0 + a t. The Convex function
Bθ(γ(t)) fulfills

Bθ(γ(t1)) ≤ (1− a) Bθ(γ(0)) + a Bθ(γ(t)) = a Bθ(γ(t)),

that is
Bθ(γ(t1)) ≤ aBθ(γ(t)) (32)

which is just (31).
Step II. Fix t1 > 0 of Step I. Take an arbitrary θ0 ∈ ∂X and fix it. Let γ be a geodesic of γ(0) = x0 and
[γ] = θ0. For any t > 0 set

Jθ0(t) := {θ ∈ ∂X ; Bθ(γ(t)) < 0}.

We show that there exists a t1 ∈ (0,∞) such that µ(Jθ0(t1)) < 1, as follows.
Since Bθ(x) is continuous with respect to θ, the set Jθ0(t) is compact in ∂X . We see θ0 ∈ Jθ0(t).

From (32) it holds

Jθ0(t) ⊂ Jθ0(t1) (0 < t1 < t). (33)

It follows then ⋂
t∈[0,∞)

Jθ0(t) = {θ0},

because from the visibility axiom, we have from Proposition 3.4 for any θ ∈ ∂X such that θ 6= θ0

limt→∞ Bθ(γ(t)) = +∞. Moreover, from (33) for the µ we find

lim
t→∞

µ(Jθ0(t)) = µ

 ⋂
t∈[0,∞)

Jθ0(t)

 = µ({θ0}) = 0. (34)

Therefore, we have a t1 ∈ (0,∞) such that µ(Jθ0(t1)) < 1. Here, notice µ(Jθ0(t)) ≤ µ(Jθ0(t1)) < 1 for
any t ≥ t1 > 0.
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Step III. Let K be a compact subset of ∂X \ Jθ0(t1) satisfying µ(K) > 0. It is possible to choose
such a K. Then, from (33) it holds for any t ≥ t1 that K ⊂ ∂X \ Jθ0(t), and Bθ(γ(t)) ≥ 0 for any
θ ∈ ∂X \ Jθ0(t). So,∫

∂X

Bθ(γ(t)) dµ(θ) =

∫
Jθ0 (t)

Bθ(γ(t)) dµ(θ) +

∫
∂X\Jθ0 (t)

Bθ(γ(t)) dµ(θ)

≥
∫
Jθ0 (t)

Bθ(γ(t)) dµ(θ) +

∫
K

Bθ(γ(t)) dµ(θ).

Since K is compact, we choose a constant C > 0 satisfying

Bθ(γ(t1)) ≥ C > 0, ∀θ ∈ K.

From (32), we have∫
∂X

Bθ(γ(t)) dµ(θ) ≥ t

t1

∫
Jθ0 (t)

Bθ(γ(t1)) dµ(θ) + C
t

t1
µ(K).

To estimate the first term of the RHS we choose D ≥ 0 satisfying

Bθ(γ(t1)) ≥ − sup{|Bθ(γ(t1))| ; θ ∈ ∂X} = −D.

In fact, since ∂X is compact, Bθ(γ(t1)), as a continuous function of θ, is bounded with respect to θ.
Therefore, the above is written as∫

∂X

Bθ(γ(t)) dµ(θ) ≥ t

t1
(−Dµ(Jθ0(t)) + C µ(K)) .

We let t→ +∞ and then, from (34) we have

lim
t→∞

Bµ(γ(t)) = lim

∫
∂X

Bθ(γ(t)) dµ(θ) = +∞

from which it follows that the closed set AC is bounded and hence is compact. Therefore, Bµ admits a
minimal point x ∈ X , namely, x is a barycenter of µ.

Proposition 6. Let (X, g) be an Hadamard manifold of bounded Ricci curvature. If (X, g) is
asymptotically harmonic, then the following holds; If there exists µ0 ∈ P(∂X) such that µ-average
Hessian ∇dBµ0 is positive definite at every point in X , then, for any µ ∈ P(∂X) µ-average Hessian
∇dBµ is also positive definite at every point in X .

Proof. Let x ∈ X and u ∈ TxX . Then, for a geodesic γ in X , γ(0) = x, γ̇(0) = u we have

(∇dBµ0)x(u, u) =
d2

dt2

∣∣∣∣
t=0

Bµ0(γ(t)) =

∫
θ∈∂X

d2

dt2

∣∣∣∣
t=0

Bθ(γ(t))dµ0(θ)

=

∫
∂X

(∇dBθ)x(u, u)dµ0(θ).

Similarly for any µ ∈ P(∂X), we have

(∇dBµ)x(u, u) =
d2

dt2

∣∣∣∣
t=0

Bµ(γ(t)) =

∫
θ∈∂X

∂2

∂t2

∣∣∣∣
t=0

Bθ(γ(t)) dµ(θ)

=

∫
∂X

(∇dBθ)x(u, u) dµ(θ).

(35)
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Let C = minθ∈∂X
dµ
dµ0

(θ) > 0. It is concluded then from the above

(∇dBµ)x(u, u) ≥ C(∇dBµ0)x(u, u) > 0, ∀u ∈ TxX(6= 0), x ∈ X.

Theorem 13. Let (X, g) be an Hadamard manifold satisfying the above assumptions. Then, any µ ∈
P(∂X) admits a unique barycenter.

In fact, Theorem 12 asserts an existence of a barycenter for any µ. From Proposition 6 a barycenter
must be unique, since, if, otherwise, µ admits barycenters y1, y2, y1 6= y2, then f(t) := Bµ(γ(t)) along
a geodesic γ : R → X joining y1 and y2 satisfies f ′(0) = f ′(d) = 0 (d = d(y1, y2)) and f ′′(t) > 0,
t ∈ [0, d] because of the positive definiteness of µ-average Hessian (35). So, f(t) must be constant along
γ. This contradicts property (ii) of µ-average Busemann function. Hence uniqueness is proved.

Proposition 7 (average Busemann cocycle formula). Let φ be an isometry of an Hadamard manifold
(X, g). Then for any µ ∈ P(∂X)

Bµ(φ−1x) = B(φ̂)]µ
(x) + Bµ(φ−1xo). (36)

Proof. Integrate the Busemann cocycle formula (28)

Bθ(φ
−1(x)) = Bφ̂(θ)(x) +Bθ(φ

−1xo)

for the inverse isometry φ−1 with respect to a measure µ. We then get (36).

From Theorem 13 we define a map, called barycenter map

bar : P(∂X)→ X; µ 7→ y, (37)

by assigning a barycenter y to µ.

Example 5. The standard measure dθ has bar(dθ) = xo, the base point as its barycenter. In fact, we
observe ∫

∂X

〈(∇Bθ)xo , u〉 dθ = 0, ∀u ∈ TxoX,

since dθ = (βxo)](dθ)xo is the push-forward of the spherical measure (dθ)xo of SxoX , where βxo is a
map given in (27), and one has βxo(−(∇Bθ)xo) = θ so that βxo(v) = θ implies v = −(∇Bθ)xo . Then
the LHS of the above is written as∫

v∈SxoX
〈(∇Bβxo (v))xo , u〉dθxo(v) = −

∫
v∈SxoX

〈v, u〉dθxo(v) = 0.

Here, the last integration is derived from a standard formula on Sn−1 which is described as
∑n

i=1(θi)2 =

1 with respect to the standard coordinates θ = (θ1, . . . , θn) ∈ Rn;∫
θ∈Sn−1

θi(dθ)Sn−1 = 0, i = 1, · · · , n.
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4.4. Barycenter Map

In this subsection we will verify that the barycenter map (37) enjoys a fibration over an Hadamard
manifold X in terms of Fisher metric G. Before giving a detailed argument, we prepare some special
probability measures on ∂X which play a crucial role in the barycenter map, that is, Poisson kernel
measures. Here, Poisson kernel is a fundamental solution of Dirichlet problem at ∂X; given a
C0-function f on ∂X , find a function u on X which satisfies the Laplace equation ∆u = 0 and the
boundary condition limx→θ u(x) = f(θ) for θ ∈ ∂X .

Definition 7 ([3,35]). A function Pθ(x) = P (x, θ) on X is called a Poisson kernel, normalized at xo, for
θ ∈ ∂X if it satisfies

(i) ∆P (x, θ) = 0 and P (x, θ) > 0 for any x ∈ X and θ ∈ ∂X .

(ii) P (xo, θ) = 1 for any θ ∈ ∂X .

(iii) for any θ ∈ ∂X , P (x, θ) ∈ C0(X ∪ ∂X \ {θ}) as an extension function on X ∪ ∂X and
limx→θ1 P (x, θ) = 0 for θ1 6= θ.

The solution u = u(x) of the Dirichlet problem on ∂X is described as an integration form;

u(x) =

∫
θ∈∂X

P (x, θ) f(θ) dθ

so, P (x, θ) dθ ∈ P(∂X) for each x ∈ X .

Example 6. On a real hyperbolic space Hn(R) of standard hyperbolic metric of Poicaré ball model,
the Poisson kernel is given by

P (x, θ) =

(
1− |x|2

|x− θ|2

)n−1

, θ ∈ ∂X = Sn−1.

Example 7. The Poisson integral formula, well known in potential theory, is for a bounded harmonic
function h = h(z), z = reiϕ ∈ {z ∈ C||z| ≤ 1}

h(reiϕ) =
1

2π

∫
0≤θ≤2π

1− r2

1− 2r cos(ϕ− θ) + r2
f(eiθ) dθ,

where f is a bounded function on S1. The kernel function (1− r2)/(1− 2r cos(ϕ− θ) + r2) is just the
Poisson kernel P (z, θ) = (1− |z|2)/|z − θ|2 of the hyperbolic plane H2(R). See, for example [20].

Definition 8. A Poisson kernel on an Hadamard manifold (X, g) is called Busemann-Poisson kernel,
when it has the following form

P (x, θ) = exp{−QBθ(x)}, x ∈ X, θ ∈ ∂X,

where Q > 0 is volume entropy of (X, g), the exponential growth rate of the volume of (X, g)

Q = lim
r→∞

1

r
log vol B(x, r)

for a geodesic ball B(x, r).
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Remark 5. For volume entropy refer to [8] in which the following theorem, Theorem of Manning, ([7])
is cited; if Qtop denotes the topological entropy of a compact Riemannian manifold Y of non-positive
curvature, then one has

(i) Q(Ỹ ) ≤ Qtop(Y ),
(ii) Q(Ỹ ) = Qtop(Y ), provided the curvature of Y is negative or zero.
Here, Ỹ is the universal covering space of Y and the topological entropy Qtop(Y ) is defined by

Qtop(Y ) = lim
R→∞

1

R
log(]{γ | `(γ) ≤ R}),

where γ denotes a periodic geodesic in Y of length `(γ) and ]{γ | `(γ) ≤ R} denotes the number of
periodic geodesics of length not greater than R.

For example Q = 0 for a Euclidean space and Q = n − 1 for a real hyperbolic space Hn(R) of
standard hyperbolic metric.

Remark 6. Any Damek-Ricci space admits a Busemann-Poisson kernel (refer to [4]). See also [8] for
a rank one symmetric space of non-compact type which is just a member of Damek-Ricci spaces, as
observed by using Iwasawa decomposition of isometry groups.

Theorem 14. Let (X, g) be an Hadamard manifold satisfying the assumptions in Theorem 12 and
Proposition 6. If (X, g) admits a Busemann-Poisson kernel, then, for µx := P (x, θ) dθ ∈ P(∂X)

(i) bar(µx) = x for any x ∈ X and

(ii) at any point y ∈ X , (∇dBµx)y is positive definite.

The statement (i) is shown in [8]. From (i) the barycenter map bar is onto.

Definition 9. Let µ = p(θ) dθ ∈ P(∂X) and x ∈ X be a barycenter of µ. We define a linear map

νµx : TxX → TµP(∂X); u 7→ νµx (u) = (dBθ)x(u) µ = 〈(∇Bθ)x, u〉 p(θ)dθ. (38)

Notice that the map νµx is injective.

Proof of Theorem 14. (i) Let u ∈ TxX and x(t) a C1-curve in X such that x(0) = x, ẋ(0) = u.
Differentiate

∫
∂X

P (x(t), θ) dθ ≡ 1 as

0 =
d

dt

∣∣∣∣
t=0

∫
P (x(t), θ) dθ

=

∫
∂

∂t

∣∣∣∣
t=0

exp{−QBθ(x(t))} dθ

=

∫
−Q(dBθ)x(ẋ(0)) exp{−QBθ(x(0))}dθ

=−Q d

dt

∣∣∣∣
t=0

∫
∂X

Bθ(x(t)) dµx = −Q(dBµx)x(u).

So, x = bar µx.
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For a proof of (ii) we first show
Assertion 4. The measure µx satisfies

(∇dBµx)x(u, v) = Q Gµx(ν
µx
x (u), νµxx (v)), u, v ∈ TxX (39)

in terms of the Fisher metric G, where νµxx is the linear map defined in (38).
It suffices to show this in case of u = v. Let γ be a geodesic in X satisfying γ(0) = x, γ̇(0) = u.

Then we have

0 =
d2

dt2

∣∣∣∣
t=0

∫
∂X

P (γ(t), θ) dθ.

However, this is ∫
∂X

∂2

∂t2

∣∣∣∣
t=0

exp{−QBθ(γ(t))} dθ

=−Q
∫
∂X

{
(∇dBθ)x(u, u)−Q {(dBθ)x(u)}2

}
exp{−Q Bθ(x)} dθ

=−Q {(∇dBµx)x(u, u)−Q Gµx(ν
µx
x (u), νµxx (u))}

showing (39).
From this assertion (ii) is proved as follows. At y ∈ X we have, since (∇dBθ)y(·, ·) is positive

semi-definite,

(∇dBµx)y(u, u) =

∫
(∇dBθ)y(u, u) dµx(θ) =

∫
(∇dBθ)y(u, u)P (x, θ) dθ

≥C
∫

(∇dBθ)y(u, u)P (y, θ) dθ = C (∇dBµy)y(u, u)

for any u ∈ TyX , where C = infθ∈∂X P (x, θ)/P (y, θ) > 0.

Now we will investigate the map bar : P(∂X)→ X .

Theorem 15. The barycenter map bar : P(∂X) → X gives a projection of a fibre space whose total
space is P(∂X) and base space is X with fibres bar−1(x) over x ∈ X . In fact, let x ∈ X and µ ∈
bar−1(x). Then

TµP(∂X) = Tµbar−1(x)⊕ Im νµx (dim Im νµx = n),

as an orthogonal direct sum of the vertical subspace Tµbar−1(x) and the horizontal subspace Im νµx with
respect to Fisher metric Gµ.

This orthogonal decomposition indicates that N = {Nµ = Im νµx ; µ ∈ bar−1(x)} distributes a
normal bundle to each fibre bar−1(x), x ∈ X . Notice that bar−1(x) is path-connected, since, for µ,
µ1 ∈ bar−1(x) (1− t)µ+ tµ1, 0 ≤ t ≤ 1, also belongs to bar−1(x).
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We will show that the vertical subspace Tµbar−1(x) is orthogonal to Nµ = Im νµx . Let u ∈ TxX and
τ ∈ Tµbar−1(x) and take µ(t) = µ + tτ for sufficiently small |t|. Then, µ(t) ∈ bar−1(x). So, for a
sufficiently small |t|, we have

0 =

∫
(dBθ)x(u)dµ(t)(θ) =

∫
(dBθ)x(u)d(µ+ tτ)(θ)

=

∫
(dBθ)x(u)dµ(θ) + t

∫
(dBθ)x(u)dτ(θ)

=t

∫
(dBθ)x(u)dτ(θ) = t Gµ(νµx (u), τ).

This means the orthogonality of Tµbar−1(x) and Nµ = Im νµx .
Since the image Nµ = Im νµx is a finite dimensional subspace of TµP(∂X), the direct sum

decomposition is easily shown and so we skip.

4.5. Fibres bar−1(x) and Geodesics

We discussed in Section 3 several properties and propositions of geodesics on a space of probability
measures. In this section we will investigate under which condition a geodesic of P(∂X) is contained in
a fibre bar−1(x).

Theorem 16. Let (X, g) be an Hadamard manifold satisfying the assumptions in Theorem 12 and
Proposition 6, and admitting a Busemann-Poisson kernel.

Let µ ∈ bar−1(x) and τ ∈ Tµbar−1(x), |τ |G,µ = 1. Then a geodesic µ(t) = expµ tτ entirely belongs
to bar−1(x) for any t at which µ(t) is well-defined, if and only if τ fulfills Hµ(τ, τ) = 0.

Here H is the second fundamental form of a submanifold bar−1(x) of the ambient space P(∂X) (see
Equation (5) in Section 2).

Proof. From Theorem 10, Section 3 the geodesic µ(t) is given by

µ(t) =

(
cos

t

2
+ sin

t

2

dτ

dµ
(θ)

)2

µ.

Then µ(t) ∈ bar−1(x) for all t if and only if for any u ∈ TxX

0 =

∫
θ∈∂X

(dBθ)x(u) dµ(t)(θ).

However the RHS is

cos2
t

2

∫
(dBθ)x(u) dµ(θ)+2 cos

t

2
sin

t

2

∫
(dBθ)x(u)

dτ

dµ
(θ) dµ(θ)+sin2 t

2

∫
(dBθ)x(u)

(
dτ

dµ

)2

(θ) dµ(θ)

for all t. Since µ ∈ bar−1(x) and τ ∈ Tµbar−1(x), this is equivalent to

0 =

∫
(dBθ)x(u)

(
dτ

dµ

)2

(θ) dµ(θ)
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which is reduced by the aid of Levi–Civita connection formula to

0 =

∫
(dBθ)x(u)

(
d∇ττ

dµ

)
(θ) dµ(θ) = −2 Gµ(νµx (u),∇ττ)

which means that H(τ, τ) = 0. Conversely, if τ satisfies H(τ, τ) = 0, then it is easy to see that
µ(t) = expµ tτ belongs to the fibre bar−1(x) by following reversely the above argument.

Theorem 17. Let µ, µ∗ ∈ bar−1(x), x ∈ X (µ 6= µ∗). Then, a geodesic µ(t) joining µ and µ∗ lies
entirely on bar−1(x) if and only if∫

∂X

(dBθ)x(u)

√
dµ∗

dµ
(θ) dµ(θ) = 0, ∀u ∈ TxX. (40)

Proof. The geodesic µ(t) joining µ and µ∗ is written from Theorem 11 by expµ tτ of an initial vector

τ =
1

sin `
2

{√
dµ∗

dµ
(θ)− cos

`

2

}
µ, ` = `(µ, µ∗) > 0. (41)

Then, µ(t) lies on bar−1(x) if and only if the following conditions hold, that is, τ is tangent to bar−1(x),
namely,

Gµ(νµx (u), τ) = 0 (42)

for any u ∈ TxX , and that

H(τ, τ) = −1

2

∫
∂X

(dBθ)x(u)

(
dτ

dµ

)2

(θ) dµ(θ) = 0. (43)

Equation (42) is equivalent to (40), since τ is given by (41). On the other hand, (43) is written as

0 =

∫
∂X

(dBθ)x(u)

(√
dµ∗

dµ
(θ)− cos

`

2

)2

dµ(θ)

=− 2 cos
`

2

∫
∂X

(dBθ)x(u)

√
dµ∗

dµ
(θ) dµ(θ)

for any u ∈ TxX . This condition is also (40), so we get Theorem 17.

Example 8. Let µ = dθ. Then, bar(dθ) = xo, as seen in Example 5. We exhibit tangent vectors τ , τ1 at
dθ satisfying H(τ, τ) = 0, whereas H(τ1, τ1) 6= 0, as follows;

(i) Identify ∂X with SxoX ∼= Sn−1 via βxo , and dθ with (dθ)xo . Choose on Sn−1 a function q =

q(θ) = θiθj , i 6= j and define τ = q(θ) dθ as a measure on ∂X . Then, τ ∈ TdθP(∂X). Moreover,
τ ∈ Tdθbar−1(xo), since Gdθ(ν

dθ
xo (u), τ) = 0 for any u ∈ TxoX and H(τ, τ) = 0. These are

directly from the integral formulae;
∫
Sn−1 θiθjθk(dθ)xo = 0,

∫
Sn−1 (θiθj)2θk(dθ)xo = 0 for any

k = 1, . . . , n. By normalizing τ ′ = τ/|τ |G in terms of G, from Theorem 16 γ(t) = expdθ tτ
′ gives

a geodesic lying on bar−1(xo).

(ii) Let q1 = q1(θ) is a function on Sn−1, n ≥ 3, defined by q1(θ) = θ1θ2θ3+θ2θ3 and set τ1 = q1(θ) dθ.
Then (γ1)(t) = expdθ tτ

′
1, τ ′1 = τ1/|τ1|G, is a geodesic being not completely on the fibre bar−1(xo).
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5. Barycentrically Associated Maps

Let φ be an isometry of an Hadamard manifold (X, g). Then, from the average Busemann cocycle
formula (36).

Theorem 18 ([8]). For any isometry φ of (X, g), we have

bar(φ̂]µ) = φ(bar(µ)), µ ∈ P(∂X). (44)

Proof. Let y = bar(φ̂]µ). Then (dBφ̂]µ
)y(u) = 0 for any u ∈ TyX , namely, due to (36) φ−1y turns out

to be a critical point of Bµ, that is, y = φ(bar(µ)), so (44) is obtained.

Definition 10. Let Φ : ∂X → ∂X be a homeomorphism of ∂X . Then, a bijective map φ : X → X

is said to be barycentrically associated to Φ, if Φ and φ satisfy the relation bar ◦ Φ = φ ◦ bar, that is,
bar(Φ(µ)) = φ(bar(µ)) for any µ ∈ P(∂X).

Now we are ready to give a proof of Theorem 6.

Proof of Theorem 6. From the statement of the theorem, diagram (6) asserts for any x ∈ X , i.e.,

Φ] (νµxx (u)) = νµϕxϕx ((ϕ∗)x(u)), ∀u ∈ TxX, (45)

namely

Φ] ((dBθ)x(u)µx(θ)) = (dBθ)ϕx ((ϕ∗)xu)µϕx(θ) (46)

for µx = Σ(x), where Σ : X → P(∂X) is a cross section whose existence is assumed in the theorem.
We write (46) as

(dBΦ−1θ)x(u) Φ]µx = (dBθ)ϕx((ϕ∗)xu) µϕx.

Since another diagram (6) implies Φ]µx = µϕx, we have

(dBΦ−1θ)x(u) µϕx = (dBθ)ϕx((ϕ∗)xu) µϕx, (47)

that is,
(dBΦ−1θ)x(u) = (dBθ)ϕx((ϕ∗)xu), u ∈ TxX, ∀θ ∈ ∂X,

or
〈(∇BΦ−1θ)x, u〉 = 〈(∇Bθ)ϕx, (ϕ∗)xu〉 u ∈ TxX, ∀θ ∈ ∂X.

Using the formal adjoint ((ϕ∗)x)
∗ of (ϕ∗)x, we write the above as

(∇BΦ−1θ)x = ((ϕ∗)x)
∗(∇Bθ)ϕx u ∈ TxX, ∀θ ∈ ∂X.

Let v ∈ SϕxX be a unit tangent vector at ϕx and choose θ ∈ ∂X such that (∇Bθ)ϕx = v so that the
above is written as (ϕ∗)

∗
xv = (∇BΦ−1θ)x and thus from property (v) in Section 4.2 it is concluded that

|(ϕ∗)∗xv| = |(∇BΦ−1θ)x| = 1 which implies that (ϕ∗)
∗
x and consequently (ϕ∗)x is a linear isometry. Since

x ∈ X is arbitrary, ϕ turns out to be an isometry of (X, g).
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To show that Φ coincides with ∂X-extension ϕ̂ we make use of (47) together with the following

(dBϕ̂−1θ)x(u) µϕx = (dBθ)ϕx((ϕ∗)xu) µϕx (48)

which is derived by differentiating the Busemann cocycle formula (28) to get for any u ∈ TxX , x ∈ X

(dBϕ̂−1θ)x(u) = (dBΦ−1θ)x(u). (49)

Namely, we have d(Bϕ̂−1θ − BΦ−1θ) = 0 on X for any θ ∈ ∂X . Since X is connected, Bϕ̂−1θ(x) −
BΦ−1θ(x) = C for a constant C which depends on θ. From this it follows that ϕ̂ = Φ. In fact, assume
ϕ̂−1θ 6= Φ−1θ for some θ ∈ ∂X , otherwise, and let x → Φ−1θ. Then, from the visibility axiom (see
Proposition 5) Bϕ̂−1θ(x)−BΦ−1θ(x)→ −∞ contradicting that C is constant.
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