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Abstract: Thermodynamic entropy was initially proposed by Clausius in 1865. Since then it has been implemented in the analysis of different systems, and is seen as a promising concept to understand the evolution of open systems in non-equilibrium conditions. Information entropy was proposed by Shannon in 1948, and has become an important concept to measure information in different systems. Both thermodynamic entropy and information entropy have been extensively applied in different fields related to the Critical Zone, such as hydrology, ecology, pedology, and geomorphology. In this study, we review the most important applications of these concepts in those fields, including how they are calculated, and how they have been utilized to analyze different processes. We then synthesize the link between thermodynamic and information entropies in the light of energy dissipation and organizational patterns, and discuss how this link may be used to enhance the understanding of the Critical Zone.
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1. Introduction

The Earth’s Critical Zone (CZ) is defined as the heterogeneous, near surface environment in which complex interactions involving rock, soil, water, air, and living organisms regulate the natural habitat and determine the availability of life-sustaining resources [1]. The CZ is the result of complex interactions of physical, chemical, and biological processes that have taken place over an evolutionary
time scale [2]. These interactions have been driven by energy, mass, entropy, and information fluxes, and the result is heterogeneous but organized structures that regulate the flow of energy down the gradients of various kinds [2,3].

Based on the role that mass, energy, entropy, and information have on the evolution of the CZ, thermodynamics and information principles have always been considered as potential tools that would allow us to better understand the evolution and organization of the CZ [4,5]. In particular, the second law of thermodynamics and the ubiquitous production of thermodynamic entropy in the universe has been conceived as fundamental principle that is connected with the evolution of the CZ [2]. In addition, the organized patterns and information contained in the CZ have been analyzed with Shannon (information) entropy or derived concepts. Therefore, an extensive number of studies have been published where thermodynamic entropy or information entropy have been used to analyze various processes in the CZ.

In this paper, we review these previous studies where thermodynamic entropy, information entropy, or their derived concepts have been attempted to understand the CZ. In particular, we analyze possible connections between these two concepts. We first summarize previous applications of thermodynamic and information entropies as they were applied to the CZ. Afterwards, we discuss how these concepts may be related and how we may use this connection to advance the understanding of the CZ.

2. Thermodynamic Entropy Applied to the Critical Zone

In this section we review previous studies where thermodynamic entropy or related concepts such as exergy have been used in different applications in the CZ. It is worth mentioning that the CZ is a complex system with many interactions at different time and spatial scales. Therefore, physical laws applied to the CZ are generally stated in a idealized conditions, which must be applied with caution. We start from the conservation equations of mass and energy, and then we use the entropy balance equation to define a general expression for the production of entropy in the CZ. Afterwards, we summarize different approaches where the production of entropy in the CZ has been computed. The Online Supplement Section 1 presents a brief introduction to the concept of thermodynamic entropy in open systems.

The mass, energy, and entropy balance equations defined in the Online Supplement Section 1 for open systems can be applied for a particular spatial domain $V_{cz}$ that defines the control volume of the CZ. Therefore, in order to analyze the entropy budget in the CZ it is important to define the boundaries that delineate the CZ. The selection of these boundaries could be arbitrary but important since they define the control volume and the location where various fluxes take place. The lower boundaries were defined by Kleidon et al. [6] as the bottom of the regolith, and the upper boundary as an imaginary limit right above the canopy. A similar control volume was conceptualized by Rasmussen et al. [3] and Lin [7]. Watersheds could be an interesting spatial unit to delineate the CZ, as they are a fundamental spatial unit not only in hydrology but in many other fields related to CZ processes. Reggiani et al. [8–10] proposed this conceptualization by incorporating the concept of representative elementary watershed $REW$ as a main spatial unit in the budget of entropy. However, the lateral boundaries that delineate the CZ could vary according to the purpose of each particular study, and may range between a geographic cell, a watershed, or an entire continent (Figure 1).
Figure 1. Quantification of the entropy or exergy budgets in the Critical Zone at different spatial scales.
In this study we use the notation of $I$, $J$, and $L$ to represent the fluxes of mass, energy, and entropy, respectively. A comprehensive list of the symbols used in this study is displayed in the Online Supplement Section 6.

2.1. Mass, Energy, and Entropy Balance

The mass balance for a particular control volume $V_{cz}$ that delineates the CZ can be calculated with Equation (1), where the total mass change in the CZ will be equal to the summation of all mass changes in all the components:

$$\frac{dM_{T,cz}}{dt} = \int \frac{dm_{cz}}{dt} dV = \sum_k \left( M_k \int \frac{dn_k}{dt} dV \right) = \sum_k \left( \int_{A_{cz}} -I_k \cdot \hat{n} dA + \sum_j \nu_{j,k} v_j \right).$$

In this equation $M_{T,cz}$ is the total mass in $V_{cz}$, $m_{cz}$ refers to the mass content in a elemental volume where equilibrium conditions are assumed to be valid. Index $k$ refers to a particular component of the CZ, $M_k$ is the molar mass of component $k$, and $n_k$ is the number of moles of component $k$ in the elemental volume. The change of mass of a particular component $k$ in the elemental volume is equal to the net flux across the boundary and a source or sink term related to all chemical reactions $N_{k,cz}$ within $V_{cz}$ where component $k$ is involved. $A_{cz}$ represents the total surface area of the CZ. Terms $dA$ and $\hat{n}$ refer to an elemental area that is part of $A_{cz}$, and a unit normal vector field to $A_{cz}$ respectively. Terms $v_j$ and $\nu_{j,k}$ are the velocity of the chemical reaction $j$, and the stoichiometric coefficients of component $k$ in the reaction $j$, respectively. A similar approach can be used to quantify the energy balance:

$$\frac{dE_{T,cz}}{dt} = \int \frac{de_{cz}}{dt} dV = \int_{A_{cz}} -J \cdot \hat{n} dA.$$ (2)

Here $E_{T,cz}$ is the total energy in the control volume, and $e_{cz}$ refers to the energy content at the local domain. The net flux $J$ represents the net flux of energy across the surface of the CZ, including heat, radiation, and kinetic and internal energy of mass fluxes. The balance of entropy for a en elemental volume in the CZ is given by (See Online Supplement Section 1):

$$\frac{ds_{cz}}{dt} = -\nabla \cdot L + \sigma_{cz},$$

where $s_{cz}$ is the entropy content at a local domain, and $L$ represents the net flux of entropy. The term $\sigma_{cz}$ refers to the production of entropy at a local domain. We can write Equation (3) as:

$$\frac{ds_{cz}}{dt} = -\nabla \cdot \left( \frac{J_q}{T} + \sum_k s_k \frac{I_k}{M_k} + L_{rad} \right) + \left( \sigma_{cz,rad} + \sigma_{cz,int} \right).$$

In this equation $J_q$ is the flux of heat, $I_k$ refers to the flux of mass of component $k$, $s_k$ is the molar entropy in component $k$, and $L_{rad}$ is the flux of entropy due to radiation fluxes. The ratio $I_k/M_k$ is the molar flux of component $k$.

Equation (4) is the general form of the entropy balance at a local domain in the CZ. It is worth mentioning that this Equation represents all the possible fluxes but not every local domain in the CZ.
will experience all these fluxes. Note that in Equation (4) the local entropy production is splitted in two components, $\sigma_{cz,rad}$ and $\sigma_{cz,int}$. Term $\sigma_{cz,rad}$ refers to the local entropy production associated with an instantaneous transformation of radiation in the surface, and $\sigma_{cz,int}$ refers to the local production of entropy related to internal processes. Radiation is an important part of the energy balance in the CZ. On the one hand, a significant fraction of the incoming radiation that is continuously reaching the CZ is dissipated instantaneously in other forms of energy such as latent heat (LE), sensible heat (HH), and emitted longwave (LW) radiation. There is a significant entropy production associated with this dissipation because it involves a transformation of shortwave (SW) radiation with low entropy to other forms of energy with higher entropy (such as heat and LW radiation). In this paper we call this entropy production $\sigma_{cz,rad}$. Although $\sigma_{cz,rad}$ could be affected by the structure and functioning of the CZ, this entropy is not directly produced by internal processes that occur within the CZ; rather it is an instantaneous transformation of radiation at the surface of the CZ. On the other hand, there is a flux of energy (chemical, heat, and kinetic) that is continuously absorbed by the CZ. This energy drives various processes that occur within the CZ and produce entropy. In this paper we call this entropy production $\sigma_{cz,int}$. Equation (5) describes the formulation for $\sigma_{cz,int}$ under the presence of the Earth’s gravitational field:

$$\sigma_{cz,int} = \sum_{i} \frac{A_f v_i}{T} + \frac{\delta \phi}{T} + \left( J_q + \sum_k \frac{I_k}{M_k} \right) \cdot \nabla \frac{1}{T} \left( \text{Chemical Reactions} \right) \left( \text{Kinetic Energy Dissipation} \right) \left( \text{Heat Flux} \right) \left( \text{Diffusion} \right) \left( \text{Potential Energy Dissipation} \right)$$

There are five main components associated with $\sigma_{cz,int}$. Table 1 and Figure 2 explain these components in more detail. The derivation of Equation (5) is based on Kondepudi and Prigogine [11] and is presented in the Online Supplement Section 2. Note that $\sigma_{cz,int}$ is always positive following the second law of thermodynamics. We can observe the complexity associated with the CZ. Besides, the high production of entropy linked to the transformation of SW radiation fluxes at the surface ($\sigma_{cz,rad}$), the production of entropy within the CZ ($\sigma_{cz,int}$) is associated with many different processes (Equation (5), Table 1, Figure 2).

Equations (4) and (5) are the fundamental equations for the entropy balance in the CZ. However, note that both $\sigma_{cz,rad}$ and $\sigma_{cz,int}$ refer to entropy productions defined over a local domain. It is possible to define a generation of entropy $\dot{S}_{gen,cz}$ for the entire CZ delineated by $V_{cz}$, and over a time scale $\tau$ associated with a particular process as [12–14]:

$$\dot{S}_{gen,cz} = \frac{d}{dt} \int_{V_{cz}} dV \ dt + \int_{0}^{\tau} \int_{A_{cz}} \left( J_q \frac{1}{T} + \sum_k s_k \frac{I_k}{M_k} + L_{rad} \right) \cdot \hat{n} dA \ dt \geq 0 \ (6)$$

Similarly, this generation of entropy can be divided in one part that is linked to internal processes within the CZ, and other part that is linked to the instantaneous transformation of SW radiation at the surface:

$$\dot{S}_{gen,cz} = \dot{S}_{gen,cz,rad} + \dot{S}_{gen,cz,int} \ (7)$$
Figure 2. Schematic figure illustrating the production of entropy in the Critical Zone.

\[ \sigma_{CZ} = \sigma_{CZ, \text{int}} + \sigma_{CZ, \text{rad}} \]

**THE CRITICAL ZONE**

**ELEMENTAL VOLUME. ASSUMPTION OF LOCAL EQUILIBRIUM**

- Heat Flux
- Mass Flux
- \( T \) Temperature
- \( \mu \) Chemical Potential
- \( z \) Height

**\( \sigma_{CZ, \text{int}} \)**

**MOST PROMINENT PROCESSES THAT INDUCE A PRODUCTION OF ENTROPY WITHIN THE CRITICAL ZONE**

1. Chemical reactions
2. Dissipation of kinetic energy to heat
3. Heat transfer under a temperature vector field
4. Diffusive transfer of mass driven by the gradient of chemical potential
5. Dissipation of potential energy

**\( \sigma_{CZ, \text{rad}} \)**

**PRODUCTION OF ENTROPY AT THE SURFACE DUE TO AN INSTANTANEOUS DISSIPATION OF SHORTWAVE RADIATION IN OTHER FORMS OF ENERGY WITH HIGHER ENTROPY SUCH AS LATENT HEAT, SENSIBLE HEAT, AND LONGWAVE RADIATION.**
Table 1. Description of the different forms associated with entropy fluxes and entropy production in the Critical Zone.

<table>
<thead>
<tr>
<th>Description</th>
<th>Formulation</th>
<th>Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>(I) Entropy Flux Across the Surface of an Elemental Volume in the Critical Zone</td>
<td>$J_q$ Heat Flux</td>
<td>$I_k$: Mass flux of component $k$</td>
</tr>
<tr>
<td>Heat Flux</td>
<td>$\frac{J_q}{T}$</td>
<td>$L_{rad}$: Flux of entropy due to radiation $k$</td>
</tr>
<tr>
<td>Radiation Flux</td>
<td>$L_{rad} = RF \frac{J_{rad}}{T_{source}}$</td>
<td>RF: Radiation Factor *</td>
</tr>
<tr>
<td>Mass Flux</td>
<td>$s_k \frac{I_k}{M_k}$</td>
<td>$n_k$: Mole number per unit volume</td>
</tr>
</tbody>
</table>

(II) Processes Associated with Entropy Production within the Critical Zone

1. Chemical Reactions | $\sum_i A_i^f v_i \frac{1}{T}$ | $A^f$: Affinity of chemical reaction |
| Dissipation of Kinetic Energy | $\frac{\delta \Phi}{T}$ | $\delta \Phi$: Rate of Dissipation of kinetic energy to heat |
| Heat Transfer | $\left( J_q + \sum_k u_k \frac{1}{M_k} \right) \cdot \nabla \frac{1}{T}$ | $u_k$: Internal energy in component $k$ |
| Diffusion | $-\sum_k \frac{I_k}{M_k} \cdot \nabla \mu_k$ | $M_k$: Molar mass in component $k$, $\mu_k$: Chemical potential in component $k$ |
| Dissipation of Potential Energy | $-\sum_k \frac{I_k}{T} g \cdot \nabla (z)$ | $g$: Gravity of Earth, $z$: Height |

* RF is explained in the Online Supplement Section 3. RF for black body radiation is (4/3).

2.2. Exergy Balance

Exergy is defined as the maximum work that can be extracted by an overall system composed of a system and its environment as both comes into equilibrium [15]. Exergy provides a magnitude of the available energy that can be used as a work, and therefore it is considered as an extended definition of free energy for open systems. Considering the CZ as an open control volume that exchanges fluxes of heat, mass, and radiation with a reference idealistic environment it is possible to define the balance of exergy in the CZ from Equations (2), (4) and (6) as:
\[ \frac{dE_{ex,cz}}{dt} = - \int_{A_{cz}} \left\{ \mathbf{J}_q \left( 1 - \frac{T_o}{T} \right) + \frac{I_k}{M_k} \left( h_k - T_o s_k \right) + \mathbf{J}_{rad} \left( 1 - \frac{RF}{T_{source}} \right) \right\} \cdot \hat{n} dA - T_o \dot{S}_{gen,cz} \]  

where \( E_{ex} \) is the exergy content in the CZ, and \( h_k \) is the molar enthalpy of constituent \( k \). Term \( T_o \) refers to the temperature of a hypothetical reference environment. Terms \( RF \) and \( T_{source} \) represent the radiation factor and temperature of the body that is emitting the radiation (See Online Supplement Section 3). \( RF \) and \( T_{source} \) vary according to the type of radiation, and usually in CZ studies they are differentiated for SW and LW radiation.

A main hindrance in the analysis of exergy in the CZ is the environment [16]. As shown in Equation (8) in order to compute the exergy balance in the CZ, some properties of the environment are needed. There are different alternatives that could considered as the environment of the CZ such as the atmosphere, a nearby CZ, or even the Sun. Therefore, it is challenging to define specific properties such as the temperature for the environment of the CZ in order to perform a complete exergy analysis using Equation (8). Although it is difficult to analyze the balance of exergy in the CZ, it is possible to link the entropy generation with the destruction of exergy [13]. According to the Gouy - Stodola theorem the destruction of exergy due to irreversible processes is proportional to the generation of entropy and is given by [12,14]:

\[ \Gamma_{cz} = T_o \dot{S}_{gen,cz} \]  

where \( \Gamma_{cz} \) is the destruction of exergy due to irreversible processes in the CZ. Similar approaches have been implemented in the CZ [3,17].

Note that when the entire CZ is analyzed as a system the net work performed by the CZ over a reference environment is negligible and is not included in the energy and exergy balances in Equations (2) and (8) respectively. In other words, all the exergy that is reaching the CZ is destroyed in two main forms: (i) at the surface due to an instantaneous transformation of SW radiation (\( \Gamma_{cz,rad} \)); and (ii) by internal processes within the CZ (\( \Gamma_{cz,int} \)), some of which use the exergy that is being captured to produce work but this work is in turn dissipated as heat and leaves the CZ in the form of heat. Based on Equations (7) and (9) it is also possible to have an expression for these two forms of exergy destruction as:

\[ \Gamma_{cz,int} = T_o \dot{S}_{gen,cz,int} \quad \Gamma_{cz,rad} = T_o \dot{S}_{gen,cz,rad} \]  

2.3. Computation of Thermodynamic Entropy in the Critical Zone

Quantification of thermodynamic entropy in the entire CZ is challenging as it involves a complex and heterogeneous control volume. This quantification can be performed with Equations (4) and (5) by selecting a proper control volume and computing the fluxes of entropy across the boundary of this control volume (Figure 3a). In order to use this approach the rate of change of the total entropy in the control volume of the CZ (\( dS_{T,cz}/dt \)) is needed or a steady state assumption (\( dS_{T,cz}/dt = 0 \); Online Supplement, Section 1.4) can be assumed (e.g., Wu and Liu [18]). Note that the CZ is continuously evolving and will never be in a true steady state condition. However, the steady state assumption is
a mathematical simplification that allows us to have a solution by considering a close-to-equilibrium steady state condition in the CZ where annual changes are not significant. The production of entropy for any particular control volume in the CZ is associated with infinity number of processes. Sometimes we are interested in the analysis of the most prominent processes in the entropy budget (Figure 3b). In this case, the entropy production related to specific processes are calculated (e.g., Kleidon et al. [19]). In this section we review some of the previous approaches that have computed thermodynamic entropy or exergy in different parts of the CZ. In Table 2 we provide a description of important concepts that have been utilized in the CZ.

Figure 3. Quantification of entropy production in the Critical Zone. The entropy production could be quantified by implementing an entropy budget in a control volume (a); or by selecting a particular process and quantify the entropy production associated with that process (b).

2.3.1. Vertical Domain

The consideration of a vertical domain where horizontal fluxes are neglected allows to simplify the balances of mass and energy in the CZ. According to Volobuyev [20] the mass balance in the CZ over a vertical domain including the most prominent fluxes can be expressed as:

$$\frac{dM_{T,cz}}{dt} = \left( I_{H_2O} + I_{ELV} + I_{GEO} + \sum_k I_k \right) A_{cz}$$

where terms $I$’s refer to net mass fluxes associated with various components. The subscripts $H_2O$, $ELV$, and $GEO$ refer to water, and physical and chemical denudation respectively. The last term is a summation that accounts for the fluxes of all the other components not directly considered.

Similarly, the energy balance can be computed by considering the most prominent fluxes:

$$\frac{dE_{T,cz}}{dt} = \left[ J_{SW,in} - J_{SW,out} + J_{LW,in} - J_{LW,out} + J_{H_2O} - J_{Q,LE} - J_{Q,HE} + J_{ELV} + J_{GEO} + \sum_k \frac{I_k}{M_k} (u_k + c_k) \right] A_{cz}$$

(12)
where $J_{Q,LE}$ and $J_{Q,H}$ are the $LE$ and $HH$ heat fluxes released from the surface of the CZ respectively. Terms $J_{SW}$ and $J_{LW}$ are the fluxes of energy in the form of $SW$ and $LW$ radiation, respectively. Term $J_{H_2O}$ is a net flux of energy associated with incoming and outgoing fluxes of water. Differences in energy content between incoming and outgoing fluxes of water occurs due to dissipation of potential and kinetic energy of water within the CZ. Note that $J_{H_2O}$ does not include the energy associated with $LE$ which is considered separately in $J_{Q,LE}$. Terms $c_k$ and $u_k$ accounts for the average kinetic and internal energy respectively of all the other mass components $k$ that flow into the CZ. Terms $J_{ELV}$ and $J_{GEO}$ are the heat fluxes associated with physical and chemical denudation. A description on how $J_{ELV}$ and $J_{GEO}$ can be estimated is given in Rasmussen et al. [3]. Note, that the net radiation $Rn$ can be expressed as:

$$Rn = (J_{SW,in} - J_{SW,out} + J_{LW,in} - J_{LW,out}). \quad (13)$$

$Rn$ is a remaining fraction of the incoming radiation that is dissipated in other forms of energy such as heat and photosynthesis in the CZ. Note that:

$$Rn + J_{Q,resp} + J_{Q,H_2O} \approx J_{Q,LE} + J_{Q,H} + J_{SW,pho} + J_{Q,G} + J_{Q,atm} \quad (14)$$

where $J_{Q,resp}$ is the flux of heat released after respiration and work of biological systems is performed. Term $J_{Q,H_2O}$ represents an additional flux of heat within the CZ released by dissipation of kinetic and potential energy of water. Term $J_{SW,pho}$ is the flux of SW radiation taken through photosynthesis. Terms $J_{Q,G}$ and $J_{Q,atm}$ are the ground heat flux and the flux of heat to the atmospheric part of the CZ respectively. Using Equations (12)–(14) the energy balance can also be expressed as:

$$\frac{dE_{T,cz}}{dt} = \left[ J_{Q,G} + J_{Q,atm} + J_{SW,pho} - J_{Q,resp} \right] + J_{H_2O} - J_{Q,H_2O}
+ J_{ELV} + J_{GEO} + \sum_k \frac{I_k}{M_k} (u_k + c_k) \right] A_{cz}, \quad (15)$$

Note that the flux of heat released after respiration ($J_{Q,resp}$) is from living systems within the CZ to the soil and the atmospheric part of the CZ. Also, the flux of heat ($J_{Q,H_2O}$) is from water stored within the CZ to the soil and atmospheric part of the CZ. Therefore, these heat fluxes are still within the control volume of the CZ and are already included in $J_{Q,G}$ and $J_{Q,atm}$. This explains why they are deducted in Equation (15) from the energy balance inside the CZ. Term $J_{H_2O}$ accounts for the net energy flux into the CZ due to water fluxes. Term $J_{BIO}$ is the net energy flux of the living systems in the CZ. Equations (12) and (15) are equivalent. However, Equation (15) accounts for only those fluxes that are absorbed by the CZ, and do not consider the fraction of the incoming radiation fluxes that are dissipated instantaneously. Using the same approximation of a vertical domain and neglecting horizontal fluxes, the entropy balance and generation of entropy in the CZ can be computed from the energy balance in Equation (12) as:

$$\dot{S}_{gen,cz} = \frac{dS_{T,cz}}{dt} + \left[ L_{SW, out} - L_{SW, in} + L_{LW, out} - L_{LW, in} - L_{H_2O} + L_{Q, LE} + L_{Q, H}
- L_{ELV} - L_{GEO} - \sum_k \frac{I_k}{M_k} s_k \right] A_{cz} \geq 0. \quad (16)$$
In this equation $\dot{S}_{\text{gen,cz}}$ refers to the total entropy generated by the CZ, and $L'$ terms refer to all the respective fluxes of entropy. Similarly, it is also possible to perform an entropy balance using the energy balance in Equation (15).

$$\dot{S}_{\text{gen,cz,\text{int}}} = \frac{dS_{T,cz}}{dt} + \left[ L_{Q,\text{resp}} - L_{SW,\text{pho}} + L_{Q,H_2O} - L_{H_2O} - L_{Q,G} - L_{Q,\text{atm}} - L_{ELV} - L_{\text{GEO}} - \sum_k \frac{I_k}{M_k} s_k \right] A_{cz} \geq 0. \quad (17)$$

The term $(L_{BIO})$ in Equation (17) is the net entropy flux associated with living systems in the CZ. Also, note that the entropy generated in Equations (16) ($\dot{S}_{\text{gen,cz}}$) and (17) ($\dot{S}_{\text{gen,cz,\text{int}}}$) are different. Equations (12) and (15) are equivalent because energy is a conservative quantity. However Equations (16) and (17) are not the same because there is an entropy production associated with the dissipation of SW radiation, and this entropy is not included in Equation (17). The total entropy generated $\dot{S}_{\text{gen,cz}}$ is, therefore, divided in two ($\dot{S}_{\text{gen,cz}} = \dot{S}_{\text{gen,cz,\text{int}}} + \dot{S}_{\text{gen,cz,rad}}$) (Equation (4)).

Previous studies such as Rasmussen et al. [3] have used Equation (15) to examine the energy flowing through the CZ neglecting radiation fluxes. Other studies such as Holdaway et al. [21] have implemented Equation (12) including radiation fluxes. The establishment of micrometeorological towers and the implementation of the eddy covariance methods in past years have improved our quantification of the energy fluxes at the surface [22] allowing a more detailed quantification of the entropy budget. The energy balance in Equations (12) and (15) can be computed from data recorded in micrometeorological towers if $J_{\text{GEO}}$ and $J_{\text{ELV}}$ are neglected. This approach was implemented by Holdaway et al. [21] to solve Equation (16) and compute $\dot{S}_{\text{gen,cz}}$ based on information recorded in different towers in the Amazon that had been established under ecosystems at different stages of development. They observed a higher $\dot{S}_{\text{gen,cz}}$ under the most developed ecosystems (e.g., trees over grasses).

### 2.3.2. Entropy of Radiation

When the control volume under consideration spans the entire CZ, or includes the surface (Figure 3) the radiation component plays an important part of the entropy budget. Therefore, in order to compute $\dot{S}_{\text{gen,cz}}$ in Equation (16) we must quantify the fluxes of entropy that are associated with radiation. The contributions from previous studies [18,23,24] (see Online Supplement, Section 3) that were able to obtain a simplified formulation to quantify the entropy fluxes in radiation are particularly important. Some approaches have calculated the entropy of radiation using a Clausius approximation ($dS = dQ/T$). However, this approach neglects what we call in this study the radiation factor, $RF$ ($dS = RF \frac{dQ}{T}$), which is approximately $(4/3)$. This extra $(1/3)$ may represent an important fraction in the entropy budget and $\dot{S}_{\text{gen,cz}}$.

Initial approaches that quantify the entropy budget by incorporating radiation fluxes were developed by Aoki [25,26] at the plant leaf scale (Figure 3). These approaches included the most important fluxes of energy reaching and leaving the leaf surface such as direct and diffuse SW radiation, LW radiation, and heat fluxes. A precise estimation of entropy in the incoming SW radiation is particularly important.
because it is the source of energy with the lowest entropy. According to Aoki [27] the flux of entropy in SW radiation is given by:

\[ L_{SW} = J_{SW} \frac{s_{solar}}{e_{solar}}. \]  

(18)

In this equation \( L_{SW} \) and \( J_{SW} \) are the fluxes of entropy and energy respectively associated with SW radiation. Terms \( e_{solar} \) and \( s_{solar} \) are the solar constants of first and second kind respectively. Aoki quantified the entropy in diffuse \( SW \), and \( LW \) radiation using the approach developed by Landsberg and Tonge [23]. He was able to show that the thermodynamic entropy difference between the incoming and outgoing fluxes was negative, resulting in a net increase of entropy which was expected based on the second law of thermodynamics. These studies pointed the role of solar energy in the production of entropy from the leaf. Solar energy controls the entropy budget as it has much lower entropy than LW radiation or heat. They found that the entropy production from the leaf surface increased linearly with solar energy (\( E_{solar,energy}/S_{gen,leaf} = constant \)). Similar results were found in different earth surface systems [28,29].

2.3.3. Atmosphere—Soil Interaction

The CZ and the atmosphere are coupled. As a result of this coupling there is a continuous exchange of heat, mass, and momentum fluxes that maintain both systems far from equilibrium. According to Pauluis and Held [30] the atmospheric circulation operates as a dehumidifier that induces dry air. Dry air in the atmosphere is originated by precipitation which is an outgoing flux of moisture that occurs as a result of radiative cooling. Both the lifting of air masses with vapor and the occurrence of precipitation induces a reduction of water vapor in the lower atmosphere that enhances the gradient in water potential between the CZ and the atmosphere. This gradient is used by the plants to transpire water from the soil. In turn, transpiration fluxes intensify the water potential gradients in the soil enhancing the infiltration of moisture which is one of the most significant sources of work driving the evolution of soils in the CZ [31].

In addition, the mixing of saturated air from the transpiration of plants (or soil evaporation) and unsaturated air in the boundary layer above the canopy results in a significant production of entropy. This production of entropy is an important component of the global water cycle entropy budget and can be computed as [19]:

\[ \sigma_{evap} = -\rho_{water} R_v I_{H_2O} (\ln(RH_a) - \ln(RH_s)), \]  

(19)

where \( RH_a \) is the relative humidity of atmospheric air at the air temperature, \( RH_s \) is the relative humidity of close to saturation air, \( R_v \) is the gas constant for water vapor, and \( I_{H_2O} \) is the flux of water related to transpiration (or evaporation).

Thermodynamic entropy in the atmosphere has been studied extensively (See Ozawa et al. [32]). In the atmosphere the dissipation of kinetic energy represents a prominent source of entropy generation. Therefore, the generation of entropy for a control volume \( \mathbf{V}_{atm} \) in the atmosphere could be approximated as [33]:

\[ \dot{S}_{gen,atm} \approx \int_{\mathbf{V}_{atm}} J_q \cdot \left( \frac{1}{T} \right) dV + \int_{\mathbf{V}_{atm}} \frac{\delta \phi}{T} dV \]  

(20)
In this formulation mass, and radiation fluxes are neglected (See Equation (5)). Similar approaches could be considered to analyze the atmospheric part of the CZ. However, the atmospheric part of the CZ is strongly influenced by the surface and fluxes of mass could become an important source of entropy production.

2.3.4. Soils

Soils are an important component of the CZ that sustains the highest level of biodiversity in the Earth and accounts for thousands of interactions between different species of microorganisms, soil fauna, and plant roots [7]. The structure of soils follow distinct patterns of organization that resulted from a self-organizing process over thousands of years. This self-organization is driven by fluxes of exergy and entropy, and therefore thermodynamics has been considered an important element in pedogenesis. Some review studies [7,34,35] have discussed the role of thermodynamics in the understanding of the mechanisms associated with soil formation. Therefore, in this section we focus in the description of the most influential studies related to thermodynamic entropy and soil formation.

Some initial studies have explored the impact of energy in the formation of soils [20,36]. In particular, the approach introduced by Volobuyev [20] presented a novel formulation by performing an energy balance in the soil where the total available energy is allocated in different processes such as weathering, leaching, evapotranspiration, and chemical transformations related to organic matter. In this study he claimed that evapotranspiration is by far the most prominent component of this energy budget. On the contrary, the energy associated with biological processes accounts for a small fraction. However, the information used by Volobuyev to analyze energy patterns was limited. In recent years the availability of micrometeorological towers, together with more precise numerical models [3,22,37,38] have allowed us to have a more detailed understanding of the energy balance in the surface. Although the energy associated with evapotranspiration fluxes is significant, it is mostly linked to the dissipation of incoming fluxes of radiation at the surface (Equation (16)). On the other hand, other processes such as biochemical fluxes from photosynthesis associated with biological processes, percolation of water, and fluxes of heat into the CZ are major components of the internal production of entropy within the CZ (Equation (17)) and regulate the evolution and organizational patterns observed within the CZ.

Previous studies have quantified the standard free energy, enthalpy, and thermodynamic entropy for different minerals [39]. However, it is challenging to scale and conceptualize the entropy for the entire soil. An initial approach by Volobuyev et al. [40] scaled up the chemical potentials by performing a direct summation of the chemical potentials in the different minerals constituting a given soil:

$$F_s = \sum_k \mu_k n_k.$$  

(21)

The term $F_s$ refers to the free energy in the entire soil domain. The same approach was implemented in different types of soils and Volobuyev et al. [40] were able to find important patterns. On the one hand, soils with significant quantities of residual products resulting from weathering of the parent material such as $SiO_2$, $AlO_3$, $Fe_2O_3$, and $CaCO_3$ have the lowest values of Gibbs free energy. On the other hand, less weathered soils such as vertisols results in higher values of Gibbs free energy. These results show that higher entropy is reflected in minerals more resistant to weathering [35]. Another approach
dealing with thermodynamic entropy in soils was performed by Smeck et al. [41]. In this formulation they hypothesized that the change of entropy content in the soil ($\Delta S_s$) is associated with the orderliness that is observed in the soil. According to Smeck et al. [41] the relative entropy change ($\Delta S_s$) in the soil will be positive when it results in a less ordered structure, and it will be negative when it results in a more ordered structure. Therefore, processes such as weathering and physical mixing enhances $\Delta S_s$, while other processes such as eluviation-illuviation, weathering of secondary minerals, and accumulation of organic matter reduces $\Delta S_s$.

However, Minasny et al. [35] pointed that the patterns expected from the formulations proposed by Volobuyev et al. [40] and Smeck et al. [41] are different. For instance, highly weathered soils such as Oxisols may result in a negative $\Delta S$ following Smeck et al. [41] formulation. However, according to Volobuyev et al. [40] highly weathered soils would be associated with a high entropy. We consider that this difference is the result of contrasting principles underlying these formulations. On the one hand, Volobuyev et al. [40] defines $S_s$ (entropy content in the soil) and $F_{soil}$ from the mineralogical composition using the thermodynamic quantities associated with all the minerals in the soil. This approach is similar to an exergy storage quantification of the soil. On the other hand, the underlying hypothesis proposed by Smeck et al. [41] is based on the connection between thermodynamic entropy and the macroscopic orderliness that is observed in the soil profile. However, as will be explained in Section 4.2 the understanding between thermodynamic entropy (or exergy) and macroscopic orderliness or organization is still unclear. Therefore, a direct link between the thermodynamic entropy content of a particular control volume and the macroscopic orderliness we observe in it as suggested by Smeck et al. [41] is uncertain as there is no substantial evidence to support this link. In addition, the definition of orderliness as proposed by Smeck et al. [41] is subjective and may be argued.

Based on Volobuyev et al. [40], Lin [7] suggested that soil evolution could be described by tracking the changes in thermodynamic entropy in the soil. The change in entropy content between a reference state and a further state is what he called residual entropy $\Delta S_s$. Lin [7] hypothesized that $\Delta S_s$ could provide us with new understanding about the evolution and the resulting structure of soils. This hypothesis is somehow connected with the approach performed by Smeck et al. [41] as it proposes $S_s$ as a main indicator of soil structure. If the hypothesis by Lin [7] is expressed in terms of $\Delta F_s$ rather than $\Delta S_s$, it would link the total free energy in the soil between a reference state and a current state with the soil structure. This approach and the definition of $F_s$ by Volobuyev et al. [40] shown in Equation (21) would be similar to the concept of eco-exergy storage proposed in ecology and introduced in Section 2.3.5.

A more recent approach was performed by Rasmussen et al. [3,42,43] to analyze patterns that connect exergy fluxes and soil evolution. According to Rasmussen et al. [3] the exergy balance in the CZ can be performed as:

$$dE_{ex,cz} = E_{ex,net} - T \dot{S}_{gen,cz}$$

where $dE_{ex,cz}$ is the rate of change of exergy in the CZ, $E_{ex,net}$ is the net flow of exery through the CZ, and $T \dot{S}_{gen,cz}$ refers to the destruction of exergy in the CZ. They conceptualized the evolution of the CZ by reformulating the statement of Jenny as $E_{ex,cz} = f(E_{ex,net}, T\sigma, t)$, and suggest that the evolution of the CZ could be analyzed based on exergy fluxes. According to Rasmussen et al. [3] the exergy fluxes into the CZ are dominated by precipitation and photosynthetic products (net carbon production
Therefore, they use effective rates of energy and mass transfer (EEMT) in the CZ that consider only precipitation and NPP and use it as a proxy of exergy fluxes. They suggested that EEMT drives regolith evolution, water residence time and biogeochemistry and thus provides a measure for predicting CZ structure and function [42]. They analyzed EEMT in different locations and were able to predict observed patterns of soil structure.

This approach represented an interesting methodology to analyze the connection between exergy and the CZ. However, they neglect heat fluxes into the CZ which account for an important source of energy and has been considered an important factor of pedogenesis [31,41]. According to Rasmussen et al. [3] the net annual flux of heat into the CZ is negligible since the annual incoming and outgoing fluxes are similar. However, this hold only for the energy budget, but the same does not hold for the entropy budget because entropy is not conservative and there is continuous production of entropy associated with heat fluxes even if the net annual heat flux is zero. Incoming and outgoing fluxes of heat across the soil surface boundary take place at different surface temperatures, and therefore heat fluxes will produce entropy that in turn will impact the exergy budget according to Equation (22). Thus:

\[
\int_{\text{year}} J_{Q,G} \, dt \approx 0 \quad \text{but} \quad \int_{\text{year}} L_{Q,G} \, dt \neq 0.
\]  

(23)

where \( J_{Q,G} \) is the ground heat flux, and \( L_{Q,G} \) is the entropy flux related to ground heat fluxes. In addition, the potential of mean annual precipitation to perform work in the soil varies significantly from site to site as different variables such as vegetation, slope, and soil type regulate the actual amount of water that infiltrates throughout the soil profile. Therefore, implementation of mean annual precipitation in the exergy budget would overestimate the exergy flow in some sites compared to others.

2.3.5. Ecology

Biological systems are highly organized systems that use available exergy fluxes to sustain a state that is far from equilibrium. Based on the capacity to sustain a far from equilibrium state and the continuous fluxes of energy and exergy, several authors have considered thermodynamic principles as a useful tool to understand the development and function of these systems. For instance, recent studies by Lucia [13,44] have examined the entropy budget in cells which are the main structural and functional unit of biological systems, and have been able to recognize interesting patterns based on generation of entropy. Initial contributions in light of energy flow [4], and entropy production [45] conceptualized the evolution of biological systems in terms of thermodynamic goals. These approaches have conceived thermodynamics as a alternative to restate rather than refute the Darwinian conceptualization [46]. There is an extensive list of previous studies that have implemented thermodynamic principles to understand ecological systems. Many books and review studies have been written and different interesting concepts have been postulated. In this section we summarize some of the most important concepts related to thermodynamic entropy.

Exergy and entropy are concepts that are connected. However, exergy is a direct measure of the potential useful energy available to perform work, and may be more appropriate to analyze ecological systems. The exergy definition as proposed in thermodynamics (Equation (8)) quantifies the available free energy in the system by comparison with a reference environment where the system is embedded. According to Jørgensen et al. [16] this definition will be difficult to apply for ecosystems.
since the reference environment could be another adjacent ecosystem. Therefore, a similar concept “eco-exergy” [16,47–49] was conceptualized from exergy where the available work of a system is calculated using as a reference the same system itself but at equilibrium. Eco-exergy is a more appropriate measure for ecosystems and ecological systems in general. It is expressed as:

\[ E_{\text{cx}} = \sum_{i} n_i (\mu_i - \mu_{i,o}) \]  

(24)

where \( n_i \) refers to the number of mols of component \( i \), and \( \mu_i \) is the chemical potential in component \( i \). The term \( \mu_{i,o} \) refers to the chemical potential in \( i \) at a particular reference. The notation that has been used for Equation (24) use \( i = 0 \) for inorganic components, \( i = 1 \) for organic dead components, and \( i = 2...N \) for living components. Note that Equation (21), used in pedology to denote the change in Gibbs free energy of the soil, and Equation (24) used in ecology for eco-exergy are the same. However, the application of Equation (21) considers only the mineral composition of the soil while Equation (24) focuses on organic compounds as the entire inorganic composition is lumped in only one index of the summation. Following the thermodynamic definition of chemical potential it is possible to express Equation (24) as:

\[ E_{\text{cx}} = RT \sum_{i} \left( c_i \ln \left( \frac{c_i}{c_{i,o}} \right) \right) \]  

(25)

where \( R \) is the gas constant, \( T \) is the absolute temperature, and \( c_k \) is the concentration of component \( k \). According to Zhou et al. [50] Equation (25) is not suitable for living components because there are some free energies of formation associated with living components that are not considered and difficult to capture by using this approach. Zhou et al. [50] proposed a different approach to calculate the exergy of living systems using the formulation of exergy in chemical reactions developed previously by Shieh and Fan [51]. However, Jørgensen et al. [52] argued that the formulation suggested by Shieh and Fan [51] is based on the elementary composition of the component and this approach will obtain the same exergy for organisms of different sizes if they have the same elementary composition. Alternatively, Jørgensen et al. [52] proposed to consider the genetic information stored in the biotic components to quantify the complexity associated with biological components. Equation (25) can be written as:

\[ E_{\text{scx}} = \frac{E_{\text{cx}}}{RT} = \sum_{k} c_k \beta_k \]  

(26)

where \( E_{\text{scx}} \) is the specific eco-exergy [17] and \( \beta = \ln(C_i/C_{i,o}) \) [53]. A formulation to compute \( \beta \) using the complexity embedded in the genetic information was developed by Jørgensen et al. [52] :

\[ \beta_k \approx P_{1,o} P_{k,a} \]  

(27)

where \( P_{1,o} \) is the fraction of component \( i \) at equilibrium over the total mass at equilibrium.

\[ P_{1,o} = \frac{c_{k,o}}{\sum_k c_{k,o}} \]  

(28)

and \( P_{k,a} \) is the probability of selecting the considered organism (component) out of a total number of permutations considering an average sequence of 700 amino acids per gen with 20 different possible amino acids.

\[ P_{k,a} = \frac{1}{20^{700 \text{ gens}}} \]  

(29)
This approach allows to compute the eco-exergy by considering the genetic information in living systems. An important consideration with this approach is the uncertainty that is associated with the computation of $\beta$. Values of $\beta$ for different living systems have been reported by Jørgensen et al. [53].

Exergy has been an important concept that allows to quantify the availability of useful energy in ecological systems. However, exergy only provides a limit on the maximum work that can be extracted. Other studies have pointed the importance of the useful energy quantified in terms of power output performed by ecosystems [54] as a fundamental guide of ecosystems development. However, it is challenging to quantify the actual power output or the actual energy that is transferred by the work performed from a particular ecological system. Odum [55] suggested that another function called emergy or embody energy is a concept that is directly associated with power output. Emergy is a concept that incorporates the quality of the energy that is embedded in products that are located at different levels of a network. For instance, in ecology there are different trophic levels and the quality of the energy (emergy) associated with these trophic levels is not the same. In order to compare the quality of the energy embedded at different trophic levels, there is a conversion transformation ratio that allows to convert energy of different types into one equivalent. Because solar radiation is the main source of energy for the most important processes in the biosphere the equivalent quantity is “solar emergy”. However, emergy has received some criticism because it seems still a second law based concept and therefore would not be able to capture power from useful energy. In addition, it is not clear what is the main difference between emergy and exergy. Although some studies claim that emergy is an independent concept because it is associated with the quality of the energy, other studies claim that emergy can be computed from exergy [16].

Ecological Networks: Networks play an important role in ecology and the exchange of energy fluxes in ecological networks has been analyzed in detail. However, the medium of exchange is usually selected as energy or mass (chemical element) [56]. The dynamics of networks in terms of entropy fluxes was analyzed initially by Aoki [57] assuming steady state dynamics. He proposed some entropy base modifications to previous concepts used in networks such as the system throughput, that previously had been conceptualized in terms of energy. He observed that a higher system throughput was associated with a more irreversibility-activity in the network. A similar approach was performed in recent studies by Ulanowicz et al. [56] and Jørgensen et al. [52,58] where instead of energy, exergy was considered as the medium of exchange. These studies aimed to the understanding of the connection between exergy and ecosystem organization by analyzing the exergy system throughput in the network.

2.3.6. Hydrology, Water Transport

Gradients in potential energy in the CZ may induce movement of water above and below the surface. These potential energy gradients are generated by elevation differences of water molecules under a gravitational field. Movement of water results in a transformation of potential energy to kinetic energy which in turn is dissipated in the form of heat. As potential and kinetic energy are transformed to heat there is a production of entropy and the overall capacity to extract work from the energy that has been transformed is reduced (Equation (5)). However, the dissipation of kinetic energy to heat is associated with work performed over the CZ and this work is an important mechanism that shapes the CZ.
Flow of water at the surface is an important mechanism that influence the geomorphological evolution of the CZ. Potential and kinetic energy of water is dissipated as heat by processes such as friction with the surface and sediments. During these processes there is work produced on the surface that results in the translocation of different particles in the CZ. First attempts to use the concept of thermodynamic entropy in surface water flow were performed by Leopold and Langbein [65] and Yang [66]. However, in these approaches they used interchangeably heat and potential energy to derive a new formulation of entropy for streams $S' = \int d\xi / z$, where $\xi$ refers to potential energy and $z$ is the elevation. They assumed that the laws governing $S'$ are the same as those governing the entropy $S$ defined in thermodynamics [67]. However, this assumption neglects the fundamental concept of thermodynamic entropy based on heat changes ($dS = dQ/T$), and therefore it is incorrect from a thermodynamical perspective.

The entropy production due to surface water flow is directly related to the dissipation of potential and kinetic energy to heat. Therefore, this entropy production can be computed based on the the rate of energy that is being dissipated as heat:

$$\sigma_{surf, \text{water}} \approx \frac{Q_{surf}}{T_{surf}} = \frac{I_{H2O} \rho_{H2O} g \Delta(z)}{T_{surf}} = \frac{\zeta_{surf} \rho_{H2O} g \Delta z}{T_{surf}}$$

*(In thermodynamics work is considered as a mechanism of transfer of useful energy. The definition of work in thermodynamics is more broad than the definition in mechanics.)*

---

**Table 2.** Description of thermodynamic concepts that have been used in the Critical Zone.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Description</th>
<th>Physical Units</th>
<th>Units Int. System</th>
<th>Original Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermodynamic</td>
<td>A quantity associated with irreversible dissipation of free energy [11]. The product $S \times T$ in a system is a measure of the fraction of available energy that is not useful to perform work. It has also been associated with the order of a microscopic structure in terms of the number of microstates $\Omega$ [60].</td>
<td>$\text{Energy}$</td>
<td>Joules Kelvin</td>
<td>[59]</td>
</tr>
<tr>
<td>Entropy ($S$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free Energy ($G$)</td>
<td>Fraction of available energy useful to perform work.</td>
<td>$\text{Energy}$</td>
<td>Joules</td>
<td>[61,62]</td>
</tr>
<tr>
<td>Work (Mechanics)</td>
<td>When a force displaces a body an amount $dx$ in space [11].</td>
<td>$\text{Energy}$</td>
<td>Joules</td>
<td></td>
</tr>
<tr>
<td>Work ($W$)</td>
<td>Work of a system over the environment is done if the sole effect on everything external to the system could have been the raising of a weight [15] *</td>
<td>$\text{Energy}$</td>
<td>Joules</td>
<td></td>
</tr>
<tr>
<td>Exergy ($E_{ex}$)</td>
<td>The maximum theoretical work that can be obtain from an overall system consisting of a system its environment as the system comes into equilibrium with the environment [15].</td>
<td>$\text{Energy}$</td>
<td>Joules</td>
<td>[61,63]</td>
</tr>
<tr>
<td>Eco-exergy ($E_{cx}$)</td>
<td>Is the conceptualization of the exergy concept to ecosystems. It quantifies the work capacity of a given ecosystem by comparing its current state with a dead homogeneous state with no gradients (thermodynamic equilibrium) [16].</td>
<td>$\text{Energy}$</td>
<td>Joules</td>
<td>[47–49]</td>
</tr>
<tr>
<td>Power (Thermodynamics)</td>
<td>The rate of energy transfer by work [15].</td>
<td>$\text{Energy}$</td>
<td>Watts</td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>Embodied Energy. Available energy previously used up directly or indirectly to make a product or service. In ecology it is the energy required for the formation of organisms in different trophic levels and radiation equivalent that are used</td>
<td>$\text{Energy}$</td>
<td>EmJoules</td>
<td>[55]</td>
</tr>
<tr>
<td>Empower</td>
<td>Total energy flowing through a system over a unit time</td>
<td>$\text{Energy}$</td>
<td>EmJoules</td>
<td>[64]</td>
</tr>
</tbody>
</table>

* In thermodynamics work is considered as a mechanism of transfer of useful energy. The definition of work in thermodynamics is more broad than the definition in mechanics.
where $\dot{Q}_{\text{surf}}$ refers to the rate of heat from dissipation of potential or kinetic energy, $T_{\text{surf}}$ is the temperature of the surface water, $\zeta_{\text{surf}}$ is the discharge in units of volume of water per unit time, and $\rho_{H_2O}$ is the water density.

Similarly, downward percolation of water is a main process related to physical weathering. Translocation of constituents within the soil and removal from the solum induced by water transport enhance the formation of distinctive horizons in the soil. Therefore, the work done by water in the soil is significant and is recognized as one of the major mechanisms that influence soil genesis. The thermodynamics of unsaturated soils and the production of entropy due to water percolation have been analyzed by Sposito and Chu [68] and Kleidon et al. [19]. Following the same principles as in surface water flow, the production of entropy by percolation of water is generated from the transformation of potential and kinetic energy to heat (Equation (5)) as the water percolates, and can be expressed as:

$$\sigma_{\text{soil,per}} \approx \frac{\dot{Q}_{\text{perc}}}{T_{\text{soil}}}$$

(31)

where $\dot{Q}_{\text{perc}}$ is the rate of heat from the dissipation of potential energy due to percolation of water, and $T_{\text{soil}}$ is the temperature of the soil.

3. Information Entropy

In this study we use information entropy to refer to the entropy concept developed by Shannon [69]. In this section we revise some applications of the information entropy and other related concepts that have been derived from it in the CZ. The information entropy $H(X)$ of a random variable $X$ that takes values $x_1, x_2, x_3, x_4, \ldots, x_N$ with probabilities $p_1, p_2, p_3, p_4, \ldots, p_N$, respectively is defined as [69]:

$$H(X) = -k \sum_{i=1}^{n} p(x_i) \log p(x_i)$$

(32)

This concept measures the uncertainty associated with the random variable $X$ and has been very useful in different applications of the CZ.

Information Entropy has been applied for different purposes in the CZ, mainly in the fields of ecology and hydrology. In ecology the concept of information entropy has been utilized in different applications such as a measure of the biodiversity of ecosystems using the Shannon index, and also to analyze the evolution of networks [70]. In this study we show the most important applications. A more comprehensive review of information theory in ecology can be found in [71]. In hydrology there has been a wide range of applications where information entropy has been implemented. In this section we highlight some of these applications. Several previous reviews have summarized the implementation of information entropy in hydrology [72–76] and provide more detail about these applications.

An initial approach that used information entropy to analyze hydrologic processes was suggested by Domenico [77] and Amoroch and Espildora [78]. They observed the potential of information entropy to conceptualize the uncertainty of hydrologic variables and proposed a formulation to compute the entropy of a hydrologic variable using information recorded in time or space. Afterwards, information entropy has been used in hydrology for different purposes such as to conceptualize the complexity of hydrologic signals [79], to obtain the probabilistic distribution of different variables [74,76,80],
to analyze hydrological and geomorphological networks [81], and for modeling the dynamics of hydrological variables [82–84].

After Shannon [69] proposed information entropy, several other concepts have been derived from it (Table 4). Some of these concepts have also been applied in different fields of the CZ for different purposes (Table 3). In this section we provide a brief summary of the most important applications of these concepts.

**Table 3.** Description of some applications of information (Shannon) entropy or derived concepts in the Critical Zone.

<table>
<thead>
<tr>
<th>Application</th>
<th>Field</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shannon Entropy</strong> $H(X)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diversity</td>
<td>Ecology</td>
<td>Used as an index to quantify the species diversity.</td>
<td>[69]</td>
</tr>
<tr>
<td>Networks</td>
<td>Ecology</td>
<td>As a measure of the stability of the network.</td>
<td>[70,108]</td>
</tr>
<tr>
<td>Time Series</td>
<td>Hydrology</td>
<td>To characterize uncertainty of hydrologic data</td>
<td>[78]</td>
</tr>
<tr>
<td>Time Series</td>
<td>Hydrology</td>
<td>As a measure of complexity in hydrological variables</td>
<td>[79]</td>
</tr>
<tr>
<td>Time Series</td>
<td>Hydrology</td>
<td>To quantify the probabilistic distribution of variables</td>
<td>[74,76,80]</td>
</tr>
<tr>
<td>Modeling</td>
<td>Hydrology</td>
<td>To analyze hydrological networks</td>
<td>[81]</td>
</tr>
<tr>
<td>Networks</td>
<td>Hydrology</td>
<td>As a different formulation to model hydrological processes</td>
<td>[82–84]</td>
</tr>
<tr>
<td><strong>Joint Entropy</strong> $H(X,Y)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Networks</td>
<td>Ecology</td>
<td>Claimed to be a measure of total flow diversity in a network</td>
<td>[85]</td>
</tr>
<tr>
<td><strong>Mutual Information</strong> $I(X,Y)$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Networks</td>
<td>Ecology</td>
<td>The amount from the diversity $H(X,Y)$ that is encumbered by structural constraints [96]. It is a primary property of a developing network [85], and the base to compute ascendancy.</td>
<td>[109]</td>
</tr>
<tr>
<td>Modeling</td>
<td>Hydrology</td>
<td>To validate model predictions.</td>
<td>[78]</td>
</tr>
<tr>
<td>Time and Spatial Series</td>
<td>Hydrology</td>
<td>To analyze the uncertainty of different variables using time or spatial data.</td>
<td>[110,111]</td>
</tr>
<tr>
<td>Time and Spatial Series</td>
<td>Hydrology</td>
<td>To analyze the nonlinear dependencies between different hydrological variables.</td>
<td>[92,99]</td>
</tr>
<tr>
<td><strong>Directional Information Transfer</strong> $DIT_{XY}$</td>
<td></td>
<td>Measure of information transfer between nodes in a network.</td>
<td>[92]</td>
</tr>
<tr>
<td>Networks</td>
<td>Hydrology</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Kullback–Leibler Divergence</strong> $D_{KL}(p</td>
<td></td>
<td>q)$</td>
<td></td>
</tr>
<tr>
<td>Networks</td>
<td>Ecology</td>
<td>To quantify eco-exergy based on the difference between the distribution of biomass at two stages of ecosystem development.</td>
<td>[112]</td>
</tr>
<tr>
<td>Networks</td>
<td>Ecology</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Conditional Uncertainty</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Networks</td>
<td>Ecology</td>
<td>A measure of the amount of choice pertaining to both the inputs and outputs of an average node in the network.</td>
<td>[85]</td>
</tr>
<tr>
<td><strong>Transfer Entropy</strong> $TE_{Y\rightarrow X}$</td>
<td></td>
<td>Measure of information flow between ecohydrological variables</td>
<td>[106]</td>
</tr>
</tbody>
</table>
3.1. Mutual Information

Mutual information is an information entropy-based concept that quantifies the amount of information that we gain about a system from a knowledge of other systems [93]. The mutual information between two random variables X and Y is defined as:

\[
I(X, Y) = - \sum_{i,j} p(x_i, y_j) \log \frac{p(x_i, y_j)}{p(x_i)p(y_j)}.
\] (33)

Mutual information has been useful to analyze the dependencies between different variables in nonlinear systems. For instance, it has been particularly useful to examine and reconstruct phase portraits of nonlinear dynamical systems [93–95]. In the CZ mutual information has been mainly utilized in hydrology and ecology.

Ecology: A main application of mutual information in Ecology has been the understanding and analysis of ecological networks. It is possible to define a variable \( F(i,j) \) that quantifies the exchange of a particular quantum from node \( i \) to node \( j \) in a network. Also, it is possible to define the total system throughput \( F \) as the total exchange flux that leaves all the nodes (or arrives to all the nodes). Rutledge et al. [86] used these concepts to define a joint probability as the probability that a quantum leaves node \( i \) to node \( j \) as:

\[
p(i,j) = \frac{F(i,j)}{F}.
\] (34)

Similarly, the marginal probability that it leaves node \( i \) is \( p(i) \), and the probability that it arrives to node \( j \) is \( p(j) \), and are given by:

\[
p(i) = \frac{\sum F(i,j)}{F}, \quad p(j) = \frac{\sum F(i,j)}{F}.
\] (35)

Also, a conditional probability \( p(j|i) \) that a given quantum reaches node \( j \) given that it already left node \( i \) is defined as:

\[
p(j|i) = \frac{F(i,j)}{\sum_i F(i,j)}.
\] (36)

From these definitions, it is possible to compute the entropies \( H(X), H(Y), H(X,Y) \), and the mutual information \( I(X,Y) = H(X) + H(Y) - H(X,Y) \) of a given network, where \( X \) is a random variable representing the outgoing flux, and \( Y \) is a random variable representing the incoming flux in the network. In the ecological context \( I(X,Y) \) has also been called average mutual constrain (AMC) or average mutual information and can be expressed as [85,96,97]:

\[
I(X,Y) = \sum_{i,j} \frac{F(i,j)}{F} \log \left( \frac{F(i,j)}{\sum_{m,j} F(m,j) \sum_{p} F(i,p)} \right).
\] (37)

When the mutual information is multiplied by the total amount of flow in the system we obtain the ascendency:

\[
As = I(X,Y)F
\] (38)

Initial thoughts by Rutledge et al. [86] suggest that the overhead (\( \Phi_n \)) was linked with ecosystems maturity.

\[
\Phi_n = (H(X) - I(X,Y))F
\] (39)
However, further evidence has shown that $A_s$ is a better indicator for the development of a network. Note that $\Phi_s$ is the same formulation as the conditional entropy, and is non-symmetric. However, Ulanowicz and Norden [85] suggested a symmetric overhead using the joint entropy.

$$\Phi_s = (H(X, Y) - I(X, Y))F. \quad (40)$$

This formulation can be used to understand in more detail the physical meaning of some of these concepts in the network. On the one hand, $H(X, Y)$ provides a measure of the degree of flexibility or total flow diversity [96]. On the other hand, $I(X, Y)$ is a measure of that diversity that is interfered by the structural constraints in the network. Therefore, by subtracting $I(X, Y)$ from $H(X, Y)$, in the definition of $\Phi_s$ we obtain a remainder of that flexibility that provides a measure of the choice that can be used by the inputs and outputs of a given node in the network. In other words, according to [97] $\Phi_s$ resembles all those aspects about the system that, under predictable conditions, detract from system organization and performance.

Some criticism to the formulation of $A_s$ as shown above is that it is based only on the fluxes and processes in the network. It does not use information of the actual mass in the different compartments in the network. Ulanowicz and Abarca-Arenas [98] reformulated this concept by incorporating the biomass in the different compartments of the network. Based on a priori measurements of total biomass in the system $B$, and biomass $B_i$ in compartment $i$ it is possible to calculate the a priori probability (considering only biomass) that a quantum leaves $i$ as $B_i/B$. Similarly, the probability that a quantum reaches $j$ is $B_j/B$. If both events are independent the joint probability that a quantum leaves from $i$ and reaches $j$ is $B_{i,j}/B$. Using observations recorded during the events there will be a posteriori joint probability $F_{i,j}$ that a quantum leaves $i$ and enters $j$. It is possible to quantify the difference between the a priori and posterior distribution of these fluxes using the Kullback–Leibler divergence index:

$$D_{KL}(F_{i,j}||B_{i,j}) = \sum_{i,j} F_{i,j} \log \left( \frac{F_{i,j}B_j^2}{B_iB_{i,j}F} \right). \quad (41)$$

According to Ulanowicz and Abarca-Arenas [98] this difference implicitly involves additional constraints that comprise the relationship between function and structure. This difference between the a priori and posterior distributions expressed in terms of $D_{KL}(T_{i,j}||B_{i,j})$, can be scaled again with $F$ to generate a modified ascendency function $A_{sb} = D_{KL}(T_{i,j}||B_{i,j})F$. An important advantage of this new ascendency is the capacity to link the network approach and information entropy with thermodynamic quantities as it is described in Section 4.2.1.

Hydrology: Mutual information has been implemented in hydrology to analyze the nonlinear dependencies between different hydrological variables. For instance, dependencies between variables such as El Niño-Southern Oscillation (ENSO) cycle and rivers flow [99], between hydro-climatic information and rainfall patterns, information flow within rainfall fields [100,101], and information transfer between nodes of a network [92] are some of the examples where mutual information have been implemented in hydrology.

Although mutual information is a robust method to analyze nonlinear dependencies between variables its application involves the estimation of a joint probability function with a dimension that is the same
as the number of variables considered. Therefore, the application of mutual information where many variables are involved is challenging. In particular, hydrology as several other fields that are related to the CZ are characterized by the presence of many variables and processes that are interconnected. Thus, application of mutual information in these fields may be limited. Some studies have proposed different alternatives to compute mutual information when many variables are considered [100,102–104].

Another approach based on mutual information called the directional information transfer $DIT_{XY}$ provides a measure of the information that is being transferred from variable $Y$ to variables $X$. $DIT$ is non-symmetric, ranges between zero to one, and is defined as:

$$DIT_{XY} = \frac{I(X; Y)}{H(X)}$$  \hspace{1cm} (42)

This approach has been utilized to quantify the amount of information that is transferred between nodes in hydrological networks [92].

### 3.2. Transfer Entropy

Schreiber [89,105] proposed a new approach to capture the interactions between different systems called Transfer Entropy ($TE$). $TE$ is a non-symmetric quantity that resembles some similarities with $DIT$ and the conditional mutual information, and quantifies the coherence between different systems that are dynamic in time [89]. According to Schreiber [89] there could be common information that is shared between the systems that are analyzed due to a common history. Previous methods such as mutual information are unable to differentiate this common information. However, $TE$ is able to capture and exclude this common information, and therefore it provides more insight into the actual feedbacks that occur between coupled systems. In particular, it is able to quantify the directionality of information that is being exchanged between them. The transfer entropy from $Y$ to $X$ [106] or the degree of dependence of $X$ on $Y$ is then given by [89]:

$$TE_{Y \rightarrow X} = \sum p(x_{i,n+1}, x_{i,n}, y_{j,n}) \log \frac{p(x_{i,n+1} | x_{i,n}, y_{j,n})}{p(x_{i,n+1})}$$  \hspace{1cm} (43)

where $l$ and $k$ are lengths representing previous historic values of $Y$ and $X$ respectively. According to Ruddell and Kumar [106] $TE$ measures the "reduction in uncertainty of the current state $X$ that is gained from the $l$ length history of $Y$ that is not present in the $k$ length history of $X$ itself." Another definition of $TE$ was provided by Nichols [90] and is shown in Table 4.

One of the first applications of $TE$ in the CZ was in the analysis of ecohydrological systems performed by Ruddell and Kumar [106]. They analyzed the flow of information of different ecohydrological variables recorded in fluxnet towers. In particular, they conceptualized a network where the nodes where ecohydrological variables that exchange information. The flow of information in the network is being captured by implementation of $TE$. This process network methodology allowed them to provide more insight into the ecohydrological systems that were analyzed. A similar approach was implemented by Joon et al. [107] using information from temperate forest in Korea and suggested this network process approach based on information entropy provides a link between thermodynamics, complexity, and sustainability principles.
Table 4. Description of different concepts that have been derived from the Information (Shannon) entropy.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Symbol</th>
<th>Symmetric</th>
<th>Concept Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shannon Entropy</td>
<td>$H(X)$</td>
<td></td>
<td>A measure of uncertainty about a random variable $X$. [69]</td>
</tr>
<tr>
<td>Relative Shannon Entropy</td>
<td>$H_R(X)$</td>
<td></td>
<td>Normalized measure of Shannon entropy. $\Delta$</td>
</tr>
<tr>
<td>Joint Entropy</td>
<td>$H(X,Y)$</td>
<td>Yes</td>
<td>A measure of uncertainty about random variables $X$ and $Y$. [69]</td>
</tr>
<tr>
<td>Conditional Entropy</td>
<td>$H(X</td>
<td>Y)$</td>
<td>No</td>
</tr>
<tr>
<td>Non-Symmetric overhead ($\Phi_n$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mutual Information</td>
<td>$I(X,Y)$</td>
<td>Yes</td>
<td>Reduction in the uncertainty of $X$ due to knowledge of $Y$. [85]</td>
</tr>
<tr>
<td>Conditional Uncertainty</td>
<td>$H(X,Y) - I(X,Y)$</td>
<td>Yes</td>
<td>Remaining flexibility or amount of choice associated with inputs and outputs in a network [86]</td>
</tr>
<tr>
<td>Symmetric Overhead ($\Phi_s$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conditional Mutual Information</td>
<td>$I(X;Y</td>
<td>Z)$</td>
<td></td>
</tr>
<tr>
<td>Kullback–Leibler Divergence</td>
<td>$D_{KL}(P</td>
<td></td>
<td>Q)$</td>
</tr>
<tr>
<td>Directional Information Transfer</td>
<td>$DIT_{XY}$</td>
<td>No</td>
<td>A measure of the information transferred from $Y$ to $X$. *</td>
</tr>
<tr>
<td>Transfer Entropy</td>
<td>$TE_{Y \rightarrow X}$</td>
<td>No</td>
<td>A measure of the distance from the hypothesis that the dynamics of $X$ can be described entirely by its own past and no information is gained considering the dynamics of $Y$ [90]. [89]</td>
</tr>
</tbody>
</table>

$\Delta H_R(X) = \frac{H(X)}{\log(n)}$ Introduced in 1970 by C. H. Coombsy R. Dawes, and A. Tversky [91,92].

4. Organizational Principles in the Critical Zone

In previous sections we have reviewed various applications of thermodynamic and information entropies in the CZ. These concepts have been widely implemented in different fields, and have provided an important framework to conceptualize patterns and processes in the CZ. In this section we expand in more detail about the possible connections between thermodynamic and information entropies, and in particular, we discuss how these connections may be used to understand the evolution of the CZ.

4.1. Dissipative Structure and Self-Organization

Systems that are exposed to a continuous flux of exergy can be driven to a state that is far from equilibrium. This far from equilibrium condition can be sustained due to a constant production of thermodynamic entropy that is maintained at the expense of the environment which is able to supply a continuous flow of exergy (Figure 4). Although the thermodynamic entropy in the structure could be maintained stable in a state that is far from equilibrium the total entropy in the overall system including the environment is always increasing following the second law of thermodynamics. As the structure is driven away from thermodynamic equilibrium ordered patterns emerge generating a distinct organization in the structure. This orderliness have been observed in different systems when they are driven away from equilibrium such as hurricanes, autocatalytic chemical reactions, convection cells, and living systems [113]. In addition, this orderliness can be maintained due to a continuous dissipation of
incoming energy with low entropy. Since organizational patterns in these structures are generated and maintain from dissipation processes these structures have been named dissipative structures [11].

**Figure 4.** Critical zone (CZ) in far from equilibrium conditions. As the CZ moves toward far from equilibrium conditions organizational patterns emerge. In far from equilibrium conditions the linear assumption between thermodynamic fluxes and forces does not hold. This nonlinearity is associated with the emergence of self-organizational patterns. According to Kay [113] there is an attractor at far from equilibrium conditions where the system organizes and resist to perturbations. Differences between the attractor at equilibrium and at far from equilibrium could be measured in terms of information. Information entropy or related concepts could be used to quantify this difference.
At non-equilibrium states systems could be considered in the linear regime. In this regime the formulation developed by Onsager considering a linear relationship between the thermodynamic forces and fluxes is valid. This relationship is given as:

\[ J_i^T = \sum_k L_{i,k}^T F_k^T \]

(44)

where \( J_i^T \) and \( F_k^T \) refer to thermodynamic fluxes and forces respectively, and \( L_{i,k} \) is a matrix of kinetic coefficients (phenomenological coefficients). We use the superscript here \( T \) to differentiate from other variables that are used in this document. The linear regime is a good assumption when the thermodynamic forces are small. However, non-equilibrium states can be driven towards the nonlinear regime where internal fluctuations control the fate of the system. In this regime linear Onsager relationships do not hold and we still do not have a fundamental mathematical theory that describe the dynamics of the systems in this state. However, is in this regime where self-organized patterns emerge. Therefore, the linear non-equilibrium theory is not able to describe and explain processes such as self-organization [114].

The understanding of dissipative structures as they move away from thermodynamic equilibrium is challenging and remains an open question. However, according to Kay [113] there could be an attractor in a state far from equilibrium. They conceptualize the far from equilibrium conditions in terms of the proof by Kestin of the Unified Principle of Thermodynamics that shows the equilibrium state of a system is a unique stable attractor in the Lyapunov sense. On the one hand, in the absence of exergy fluxes a system will tend towards an attractor at equilibrium. On the other hand, in the presence of exergy fluxes the system will tend toward another attractor located in far from equilibrium conditions. According to Kay [113] as the system is moved further and further away from equilibrium it will resist to being moved by generating organizational patterns that create more efficient resistance that results in the emergence of this new attractor in a state far from equilibrium that represents a non-equilibrium organizational steady state (Figure 4).

4.2. Macroscopic Organization and Thermodynamic Entropy

As mentioned above the self-organization patterns that are observed in open systems as they move away from equilibrium are induced by a continuous flux of exergy and the production of entropy. Therefore, there must be a link between self-organization and thermodynamic entropy or exergy. The question to answer is what is the link between these thermodynamic concepts and the organizational patterns that emerge as open systems evolve far from equilibrium conditions (\( \Omega_2 \) in Figure 5)?

The connection between thermodynamic entropy and microscopic order has been conceptualized through the Boltzmann and Gibbs Formulations (\( \Omega_1 \) in Figure 5). These formulations are well accepted in Statistical Mechanics. However, the concept of “order” in Statistical Mechanics (here specifically called microscopic order) refers to something different than the macroscopic organizational patterns observed through self-organization. On the one hand microscopic order refers to the complexity about the prediction of the system and is connected with the number of microstates \( \Omega \) in a system [60].
In addition, it is estimated in a coordinate momentum 6N-dimensional phase space (a 6N- dimension phase space with 3N position and 3N momentum coordinates that describes a N-particle system). On the other hand, macroscopic organization as defined by Martyushev [60] refers to the systematicness and correctness in the arrangement of a structure in a three dimensional space. Previous studies in the CZ (e.g., Smeck et al. [41]) have implied a direct link between the entropy content (quantity of entropy inside the control volume) in open systems and the macroscopic organization that is observed in them. However, according to Martyushev [60] this is a misconception that arose as a direct extrapolation of the formulations developed in Statistical Mechanics where the actual concept of order is referring to something completely different than macroscopic organization.

The claim by Martyushev [60] about the misconception that links thermodynamic entropy content and macroscopic organization is valid. However, such a link can not be completely discarded nor asserted, as there is still no clear understanding of the exact connection between thermodynamic entropy or exergy and the macroscopic organizational patterns that emerge in open systems. There are no definitive answers, and thus more evidence is required to test available hypotheses. Most of these hypotheses (see Sections 4.2.3 and 4.2.4) have been postulated in terms of functions that can be grouped in two main categories:

(i) Storage functions: according to the initial approach discussed above (e.g., Smeck et al. [41]) this connection is conceptualized as a storage function proposed in light of the thermodynamic entropy content in the system. Similar formulations based on storage functions have been suggested by other studies. For instance, Mejer and Jorgensen [48] suggested that open systems tend to maximize the storage of exergy as they move far from equilibrium.

(ii) Flux functions: Martyushev [60] claims this connection is better expressed in terms of thermodynamic fluxes rather than storage and support the maximum entropy production principle (MEPP). Several other hypotheses have been postulated in terms of fluxes. For instance, Schneider and Kay [115] claimed that open systems tend to maximize the dissipation of exergy.

In addition, the concept of macroscopic organization is subjective and different fields and studies apply it differently according to their own perspective of organization. For instance, in the CZ the concept of macroscopic organization is often implemented to different structures such as watersheds, soil horizons, and vegetation patterns as they look more organized. It is important to develop a more universal definition of macroscopic organization that is less subjective, remains valid at different scales, and can be shared and applied in the different fields in the CZ. An important concept that could be implemented to forge this definition is information. As open systems move far from equilibrium and self organize, there are changes of information within them (Figure 4), and these changes could be quantified in terms of information entropy or related concepts. This conceptualization has been proposed in previous studies [112,116]. However, the definition of macroscopic organization still requires more details in order to encapsulate general concepts from different fields. For instance, other approaches such as the constructal principle of design proposed by Bejan and Lorente [117] have conceptualized the macroscopic organization in terms of fundamental scale properties that describe the general configuration of open systems. It is unclear, however, whether information entropy or other fundamental formulation would be able to envelope these approaches and describe systematically the macroscopic organization in open systems across scales and fields (?3 in Figure 5).
Figure 5. The Critical Zone (CZ) as a dissipative structure and organizational patterns. The role of exergy fluxes and entropy production to maintain open systems in far from equilibrium conditions suggest that thermodynamic entropy and exergy are related with macroscopic organizational patterns. The link between thermodynamic entropy and microscopic order (?) has been explored in Statistical Mechanics with Boltzmann and Gibbs formulations. However the microscopic order as established in Statistical Mechanics is different than the macroscopic organization [60] that is studied in different fields of the CZ. The connection between thermodynamic entropy and macroscopic organization is still an open question (?). In this study we highlight four different approaches, i. network process approaches, ii. Analytical formulations linking thermodynamic entropy and information entropy, iii. optimum principles, and iv. the constructal principle of Design, that have been proposed to understand the connection between thermodynamic entropy (or exergy) and macroscopic organizational patterns in the CZ. The macroscopic order in the CZ could be measured in terms of information using information entropy or related concepts (?)..

\[ dS = \frac{dQ}{T} \]

\[ S = k_B \log \Omega \]

\[ S = k_B \sum_i p(x_i) \log p(x_i) \]

\[ f(H(X_{\text{mic}})) \]

\[ H(X_{\text{mic}}) = k \sum_i p(x_i) \log p(x_i) \]
Several previous approaches have attempted to connect thermodynamics principles and organizational patterns in the CZ. In this study we classify these previous approaches in four groups:

i. Network process approach
ii. Analytical formulations linking thermodynamic entropy (or exergy) and information entropy (or derived concepts)
iii. Optimum principles
iv. Constructal Principle

4.2.1. Network Process Approach

The network process approach includes inherent organizational patterns in the system as it involves directly a network that resembles the dynamics in the system. It has been shown that indicators that are based on information entropy using a network process approach such as $A_s$ provide an interesting framework that captures the evolution of ecosystems. This approach can be linked with thermodynamic quantities if the fluxes that are exchanged in the network are represented in terms of these quantities. For instance, the approach to compute $A_{sb}$ as suggested in Ulanowicz and Abarca-Arenas [98] (Section 3.1) uses Kullback–Leibler divergence index to quantify the difference between a priori and posteriori distribution of fluxes in the network. Using this approach $A_{sb}$ could be computed using different type of fluxes. If the fluxes are considered in units of energy then $A_{sb}$ will be having units of power [98]. Similarly, Ulanowicz et al. [56] used fluxes of exergy instead of energy between nodes to calculate $A_{sb}$. Therefore, these approaches are able to link thermodynamic fluxes and $A_{sb}$ which is an information entropy based indicator for ecological networks. In addition, Ulanowicz and Abarca-Arenas [56,98] provided a framework to analyze how $A_{sb}$ evolves as the biomass in the compartments, or the fluxes change in time.

The network process approach may also be utilized for several systems in the CZ other than ecological systems. For instance, the formulation developed in Ruddell and Kumar [106] conceptualized the network in terms of ecohydrological variables as a nodes. This approach is particularly interesting because it analyzes the exchange of information itself in the network by implementing $TE$. Although Ruddell and Kumar [106] performed calculations over short time scales, it could be interesting to analyze how the exchange of information varies along longer time scales.

A main drawback with the network process approach is the difficulty to encapsulate all the complexity, and large number of interactions that exist in the CZ in terms of a network that is feasible of being simulated.

4.2.2. Analytical Formulations Linking Thermodynamic Entropy (or Exergy) and Information Entropy (or Derived Concepts)

In this approach thermodynamic quantities and organizational principles are coupled by analytical formulations that link thermodynamic entropy or exergy with information entropy or related concepts. Few approaches have been proposed, as it is challenging to derive analytical formulations that link these processes. An initial attempt was developed by Leopold and Langbein [65] where they proposed a formulation to compute thermodynamic entropy in streams:
\[ dS_{str} = \int \frac{dQ}{T} = c \int \frac{dT}{T}, \quad (45) \]

where \( dS_{str} \) refers to a total change of thermodynamic entropy by integrating \( dQ \) over the control volume in the stream. Using \( dQ = cdT \) where \( c \) is the specific heat of the system, they obtained:

\[ dS_{str} = c \int \frac{dT}{T}. \quad (46) \]

Based on previous approaches developed in Statistical Mechanics, they defined \( T \) in probabilistic terms by considering that \( T \) can be considered as an adverse probability that energy exist in a given state above absolute zero, thus:

\[ dS_{str} = \int c' \frac{dT}{T} = c' \int \frac{dp}{p} = c' \log(p) + \text{constant}. \quad (47) \]

Where \( c' \) is the specific heat energy in appropriate units. In addition, by considering different subsystems the total entropy will be:

\[ dS_{str} = c' \sum_k \log(p_i) \quad (48) \]

which is similar to the definition of information entropy. Although, this study represented an initial approach to link thermodynamic and information entropies in the CZ the description of thermal energy in probabilistic terms is not clear for a macroscopic system. The approach implemented has been taken directly from studies performed in microscopic domains.

Another attempt to link thermodynamic entropy and information entropy was performed by Dewar [118,119]. In this study a new derivation of MEPP from the principle of maximum entropy POME was performed. However, this approach has been criticized by Bruers [120] and Gristein and Linsker [121] showing some problems in the derivation and demonstrating the formulation does not seem valid for far from equilibrium systems.

An interesting attempt to couple exergy and information entropy was developed by Jørgensen and Svirezhev [112,116]. Starting with \( p_i = c_i/B \) where \( p_i \) is the probability to find a compound \( i \) in the system, and \( B \) is the total biomass defined as

\[ B = \sum_i c_i, \quad (49) \]

if we assume \( B = B_o \) it is possible to obtain an expression for eco-exergy from Equation (25):

\[ E_{cx} = RBT \sum_i p_i \ln \left( \frac{p_i}{p_{i,o}} \right). \quad (50) \]

Note that:

\[ D_{KL}(P||P_o) = \sum_i p_i \ln \frac{p_i}{p_{i,o}} \quad (51) \]

where \( D_{KL}(P||P_o) \) is the Kullback - Leibler divergence (Table 4) which is a measure of the difference between the two probabilistic functions, \( P \) at the current state, and \( P_o \) at the reference state, thus:

\[ E_{cx} = RBT D_{KL}(P||P_o) \quad (52) \]
In other words eco-exergy can be quantifying using the Kullback–Leibler divergence from information theory by measuring the difference in information between two stages of the ecosystem. According to Jørgensen et al. \cite{53} the most prominent input in $D_{KL}(P||P_o)$ is due to the information associated with living components.

### 4.2.3. Optimum Principles

As mention in Section 4.1, we do not have yet a fundamental principle that guides the evolution of open systems in far from equilibrium conditions. In particular, in the nonlinear regime there are different paths and many states can be attained. The consideration of optimum principles as fundamental goals pursued by open systems as they move far from equilibrium is an interesting approach to conceptualize the evolution of the CZ. The main question to answer is (i) what is that function that open systems in a state far from equilibrium optimize? The answer to this question is not easy. Several extremum principles have been postulated. Table 5 lists the most important extremum principles that have been proposed in terms of thermodynamic entropy (or exegy), and information entropy (or related concepts) in the CZ. These principles are also described briefly in Table 6 and the Online Supplement Section 4.

#### Table 5. Definition of optimum principles associated with thermodynamic entropy and information entropy. In order to differentiate we highlight only those that are related to information entropy.

<table>
<thead>
<tr>
<th>Optimum Principle</th>
<th>Description</th>
<th>Math. Formulation</th>
<th>Original Source and Discipline</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Least Work</td>
<td>Min\left[\frac{dW}{dt}\right]</td>
<td>FLUVIAL GEOMORPHOLOGY</td>
<td>[65]</td>
</tr>
<tr>
<td>- Minimum Energy Degradation Rate</td>
<td>Min\left[\frac{dE}{dt}\right]</td>
<td>FLUVIAL GEOMORPHOLOGY</td>
<td>[122]</td>
</tr>
<tr>
<td>- Least Rate of Energy Expenditure</td>
<td>During evolution towards equilibrium conditions a natural stream chooses a course of flow in such a manner that the rate of potential energy expenditure per unit mass is maximum. Min\left[\frac{dE}{dt}\right]</td>
<td>FLUVIAL GEOMORPHOLOGY</td>
<td>[66]</td>
</tr>
<tr>
<td>- Minimum Unit Stream Power</td>
<td>Min\left[\frac{dE}{dt}\right]</td>
<td>FLUVIAL GEOMORPHOLOGY</td>
<td>[123,124]</td>
</tr>
<tr>
<td>- Minimum Stream Power</td>
<td>Min\left[\frac{dE}{dt}\right]</td>
<td>FLUVIAL GEOMORPHOLOGY</td>
<td>[125]</td>
</tr>
<tr>
<td>- Minimum Energy Dissipation Rate</td>
<td>A system is in an equilibrium condition when its rate of energy dissipation is at its minimum value. Min\left[\frac{dE}{dt}\right]</td>
<td>FLUVIAL GEOMORPHOLOGY</td>
<td>[126,127]</td>
</tr>
<tr>
<td>- Minimum entropy Production (MinEnt)</td>
<td>In the linear regime, the total production in a system subject to flow of energy and matter reaches a minimum value at the nonequilibrium stationary state. Min\left[\int \sigma \right]</td>
<td>FLUVIAL GEOMORPHOLOGY HYDROLOGY</td>
<td>[45]</td>
</tr>
<tr>
<td>- Maximum Energy Flow</td>
<td>Natural selection tends to make the energy flux through the system a maximum, so far with the constraints in which the system is subject. Max\left[\frac{d(E_{ex})}{dt}\right]</td>
<td>BIOGEOCHEMISTRY ECOLOGY</td>
<td>[4]</td>
</tr>
<tr>
<td>- Maximum Power Output</td>
<td>Systems perform at an optimum efficiency for maximum power output, which is always less than the maximum efficiency. Max\left[\frac{dW}{dt}\right]</td>
<td>BIOGEOCHEMISTRY ECOLOGY</td>
<td>[54]</td>
</tr>
<tr>
<td>- Maximum Energy</td>
<td>Systems that will prevail in competition with others develop the most useful work with inflowing energy sources by reinforcing productive processes and overcoming limitations through system organization. Max\left[\frac{d(E_{ex})}{dt}\right]</td>
<td>BIOGEOCHEMISTRY ECOLOGY</td>
<td>[55]</td>
</tr>
<tr>
<td>- Maximum Empower</td>
<td>In the competition among self-organizing processes, network designs that maximize empower will prevail Max\left[\frac{dE_{emp}}{dt}\right]</td>
<td>ECOLOGY BIOGEOCHEMISTRY</td>
<td>[46]</td>
</tr>
<tr>
<td>- Maximum Exergy Storage</td>
<td>A system has the propensity to select the organization that gives the system as much storage exergy as possible Max\left[E_{ex,s}\right]</td>
<td>ECOLOGY BIOGEOCHEMISTRY</td>
<td>[48]</td>
</tr>
</tbody>
</table>
There are three common aspects in all the optimum principles that have been proposed (Table 6): (i) there is not definitive experimental evidence; (ii) there is experimental evidence that corroborate the principle under some particular spatial or time domains; (iii) although there is not fully evidence of the principle their supporters suggest that it can be useful as a guide to understand or parameterize models that can help us to understand processes in the CZ.

It is important to consider whether it is scientifically sound to use principles that are not fully corroborated as a guide to understand processes in the CZ. Certainly, these principles can be quite useful for many purposes such as to obtain parameters for models that otherwise it would have been impossible to compute without an additional guidance. However, it is not clear whether the results of the simulations with these parameters are a good representation of the CZ, and all the more if the optimum function that is implemented would do a better job than any other function.

**Trade-Off:** Some approaches have conceptualized the evolution of open systems in terms of a unique function that all open systems wants to optimize as they move toward non-equilibrium conditions. Having such universal function will help us to control and predict the fate of any open system as it receives fluxes of exergy. However, it has been challenging to find such universal function. Many functions have been proposed and they appear to be valid under some special circumstances. This brings the question whether there could be more than one objective function. The consideration of a unique objective function has been questioned in previous studies. For instance, Volk and Pauluis [134] and Schneider and Sagan [135] claimed that open systems optimize rather than maximize entropy production. The question is how do they optimize it? In particular, a common feature that is observed in the evolution of open systems is the presence of trade-offs between different alternatives of functioning [136]. Trade-offs have been able to explain different patterns observed in the CZ, such as the structure of ecological communities and coexistence of species [137,138]. The conceptual framework behind trade-offs suggest that the benefits of performing a particular function well may come to the cost of reducing the performance in other functions [138]. The solely maximization or minimization of a particular function could impact other functions notoriously and become unrealistic. Therefore, the presence of trade-offs in the evolution of open systems suggest that it could be possible to describe this evolution in terms of a trade-off between different functions. Trade-offs can be conceptualized in

<table>
<thead>
<tr>
<th>Optimum Principle</th>
<th>Description</th>
<th>Math. Formulation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principle of Maximum Entropy Production (MEPP)</td>
<td>A non-equilibrium system develops so as to maximize its entropy production under present constraints [114]</td>
<td>Max $\sigma(Y_i)$ s.t. $\sigma(Y_i = \sum_i X_i Y_i)$</td>
<td>HYDROLOGY, ECOLOGY</td>
</tr>
<tr>
<td>Maximum Exergy Dissipation</td>
<td>As an ecosystem develops it becomes more efficient in capturing and dissipating the exergy of incoming solar radiation</td>
<td>Max $\frac{\dot{E}_{ex,d}}{d\tau}$</td>
<td>ECOLOGY</td>
</tr>
<tr>
<td>Maximum Ascendency</td>
<td>In the absence of major perturbations ecosystems exhibit a tendency to increase in ascendency</td>
<td>Max $[\Delta s]$</td>
<td>ECOLOGY</td>
</tr>
<tr>
<td>Principle of Maximum Entropy (POME)</td>
<td>When making inferences based on incomplete information, the probability distribution to be drawn must have the maximum entropy permitted by the available information expressed in the form of constraints [76]</td>
<td>Max $H = \sum p_i \log(p_i)$ s.t. $\sum p_i = 1$</td>
<td>HYDROLOGY</td>
</tr>
<tr>
<td>Principle of Minimum Cross Entropy (POMCE)</td>
<td>When making inference based on incomplete information and knowing that the data follows a reference $Q$ distribution then the distribution $P$ to be drawn must be that where the cross entropy is minimized</td>
<td>Min $[H_e(P,Q)]$ s.t. $\sum p_i = 1$ s.t. $\sum q_i = 1$</td>
<td>HYDROLOGY</td>
</tr>
</tbody>
</table>

Subscripts Description: ($s$) System storage; ($T$) flux throughout system; ($d$) Dissipation.
mathematical terms with a multi-objective optimization approach (See Online Supplement Section 5), where many objective functions ($\mathbf{\zeta} = (s_1, s_2, s_3, \ldots, s_N)$) are optimized at the same time. The trade off between the objective functions is represented by a pareto surface that describes how performance in one objective impact others.

Table 6. Description of optimum principles and their applications in the Critical Zone (both pros and cons). In order to differentiate between the principles that are directed associated with thermodynamic or information entropy we highlight those that are related to information entropy.

### Minimum Work (or Energy) Rate Expenditure

**Proposed by:** Leopold and Langbein [65], Yang [126], Song and Yang [127], **Reviewed by:** Paik and Kumar [149]

**Support**

Several applications of these principles have captured patterns observed in experiments. Some of them are:

- Implementation of the principle of minimum work rate is able to reproduce similar equations for junction angles as those predicted with geometric models [150]
- Implementation of these principles allow to capture patterns observed in the dynamics of river networks [151], sediment trasport [128], and river meanders [152,153]  

**Criticism**

- No definitive evidence  
- The conceptualization and derivation of the minimum work hypothesis from the minimum entropy principle (MinEnt) is not clear.  
- The interpretation of entropy as proposed initially by Leopold and Langbein [65,66] is arbitrary and do not follow fundamental thermodynamic principles [67].  
- Griffiths [154] observed unrealistic predictions when implementing the minimum stream power, and minimum dissipation rate, but was criticized by Chang [155]. 
- Davies and Sutherland [156] showed that the flow dynamics obtained from the minimization principles did not capture dynamics observed in natural rivers. 
- Paik [157] test various minimum principles to the evolution of natural river networks such as minimum total energy expenditure, minimum total energy dissipation rate, minimum total stream power, and minimum global energy expenditure rate. 

**Application in the Critical Zone**

- To conceptualize the evolution and formation of drainage networks [150,158]  
- To analyze estuary morphology [159]  
- To analyze stream dynamics [160]  
- To develop different regime relationships in streams and estuaries such as pressure, velocity, depth, and slope [122,161].

### Minimum Entropy Production Principle (MinENT)

**Proposed by:** Prigogine [45], **Reviewed by:** Jaynes [162], Martyushev et al. [163]

**Support**

- The derivation of the minimum production principle is valid for linear non-equilibrium thermodynamics. However, the principle does not add important insight about the system, beyond the current knowledge we already have from the conservation of mass and momentum laws. [60,163]  

**Criticism**

- Valid only for close to equilibrium, steady state, and linear conditions [60,114,162].  
- No experimental support [164–166].  
- Analysis of MinENT with examples of heat conduction in fluids shows that the theorem as formulated by Prigogine is valid only when the thermodynamics fluxes are simultaneously equal to zero for non zero values of thermodynamics forces. [167]  

**Application in the Critical Zone**

- As an alternative to conceptualize development of organisms [168].  
- As an alternative to analyze the dynamics of streams [65,66]  

### Entropy Generation Minimization Principle (EGM)

Bejan [148] proposed a similar principle based on generation of entropy and the Gouy - Stodola theorem. According to Bejan [12] minimization of entropy generation is equivalent to the rate of exergy destruction inside the system. This principle has been useful in the understanding of heat transfer and design of different devices [14,148].

### Principle of Maximum Power Output

**Proposed by:** Odum and Pinkerton [54], Odum [55], Odum [64], **Reviewed by:** Hall [169], Brown and Ulgiati [170]

**Support**
• Evidence of intermediate states of rate and efficiency where maximum power is maximized e.g. LAI of deciduous forest. • Experimental evidence that supported maximum power as an organizing principle for communities [171]. • As a principle that captures the self-organization and development of ecosystems [139,172]. • Increasing evidence of the connection between fitness and energy support this principle [173]

Criticism
• No definitive evidence. • There is no clear understanding on how power is connected with fitness. • This principle has been associated with the Lotka principle of maximum flow, however Sciubba [174] argued they may refer to different objectives. • It is not clear whether the concept of emergy is able to describe power. • It is not clear what is the fundamental different between emergy and exergy and what additional benefits are provided by the implementation of emergy. However, exergy is a concept already established in thermodynamics and it may be more appropriate [175]

Application in the Critical Zone
The concept of maximum power output, emergy, and empower have been widely used to understand different aspects of the Critical Zone such as aquatic ecosystems, food webs and hierarchies, forest ecosystems, and ecosystems health. For more information refer to [170].

Maximum Entropy Production Principle (MEPP)
Proposed by: Ziegler [130], Ziegler [131], Jaynes [162], Sawada [176] Reviewed by: Martyushev and Seleznev [114] Kleidon [177], Ozawa et al. [32], Dyke and Kleidon [178], Ross et al. [179], Martyushev [60], Volk and Pauluis [134]

Support
• Indirectly, the maximum release of heat in chemical reactions, and the maximum heat transfer in experiments with Rayleigh-Bernard convection support MEPP [114]. • Martiouchev et al. [180] observed that entropy production is proportional to the square growth rate of a crystal, and based on previous experimental and theoretical data Martyushev and Seleznev [114] claims this is an indirect evidence of the MEPP • MEPP has been able to describe the mean state of the present climate. [32,181,182]. • MEPP has been derived from the principle of maximum entropy of Jaynes [118,119], however this approach has been criticized [60,120,121]

Criticism
• No definitive evidence. • MEPP is a local principle with little validity for applications over non-local domains (integration over large volumes or time scales), including ecosystem dynamics [183]. • It has been found not valid for some systems far from equilibrium such as multistage chemical reactions, and electrical circuits [184,185] • Ross et al. [179] claimed several fundamental flaws in previous studies that advocate for the MEPP. • Martyushev [60] claimed that previous studies have erroneously refuted the principle by performing calculations of entropy production over the entire system by space integrations. However, other previous approaches have also used the same approach to support the principle. MEPP is a local principle, global computations of entropy by performing space integrations are not appropriate to support or refute the principle. (EGM may be considered for these situations”). • Volk and Pauluis [134] claimed that systems with rather different configurations could attain similar magnitudes of entropy production

Application in the Critical Zone
• To capture vegetation patterns within a grid scale [186] • To quantify heat fluxes from the surface. • Estimation of parameters needed in hydrological modeling [187] [188,189] • To quantify the upper bounds for the amounts of work of interior geological processes [190], and CZ- climate interaction [32,181,182]

* Entropy Generation Maximum Principle (EGM)
Lucia [191] proposed the entropy generation maximum principle that considers the generation of entropy rather than entropy production. EGM is based on the Gouy - Stodola theorem and the principle of least action [14].

Principle of Maximum Exergy Storage
Proposed by: Mejer and Jorgensen [48], Jørgensen [58] Reviewed by: Dewulf et al. [192]

Support
• It has been shown that increasing exergy storage correlates with the 24 properties proposed by Odum [193] as indicators of maturity [139]. • Evidence from observations that match predictions based on maximum exergy storage [194–196]. • As a principle that captures the self-organization and development of ecosystems [139,172].

Criticism
• No definitive evidence. • Calculation of exery is challenging and there is a high uncertainty due to unavailability of information [16] • Implementation of maximum exergy has obtained similar patterns as the maximum useful power principle. However, the objective in these
two principles are different and one of both could be more fundamental and the other redundant.

**Application in the Critical Zone**
The concept of maximum exergy storage have been widely implemented in different applications such as the estimation of parameters that are needed in ecological models, to assess ecosystem health, ecosystem organization hierarchy, and to analyze the dynamics of different communities.

For more information refer to [16].

**Principle of Maximum Exergy Dissipation**

**Proposed by:** Schneider and Kay [115], Schneider and Kay [197] **Reviewed by:** Dewulf et al. [192]

**Support**
- Indirectly, the observation of lower temperatures as ecosystems develop [198,199] support this hypothesis. • High exergy dissipation fluxes in dynamic systems that self organize as they receive exergy fluxes e.g., Bernard Cells [113]

**Criticism**
- No definitive evidence. • Has been considered valid only during the first stages of development [139,200].

**Application in the Critical Zone**

To conceptualize the development of ecosystems [112]

**Principle of Maximum Entropy POME and Principle of Minimum Cross Entropy**

**Proposed by:** Jaynes [133], Jaynes [201] **Reviewed by:** Singh and Rajagopal [72], Rajagopal et al. [73], Singh [75, ] Singh [76]

**Support**
- Intuitively distributions with higher entropy represent more disorder, are more probable and less predictable [76].
- Based on fundamental principles of probability.

**Criticism**
- POME requires previous knowledge about the probability density function and has been considered valid only under special circumstances [202,203]

**Application in the Critical Zone**

These principles have been extensively applied in the Critical zone. They have been used to derivate probabilistic distributions of different variables, to estimate parameters, and to develop models that capture the dynamics of several processes. Different applications in watershed geomorphology, hydrological networks, streams flow dynamics, sediment transport, ecological modeling of species distributions have been implemented. For more detail see [75,76,204].

---

1 These principles have been utilized to infer the probability distribution of different variables where data is incomplete. They have not been postulated as fundamental principles that guide the evolution of the Critical Zone.

**Principle of Maximum Ascendency**

**Proposed by:** Ulanowicz [132], Ulanowicz [109]

**Support**
- It has been shown that increasing ascendency correlates with the 24 properties proposed by Odum [193] as indicators of maturity in ecosystems.
- Ulanowicz [97] showed the connection between ascendency and different aspects of theoretical ecology. • The principle involves directly the information associated with the ecological network which is an important part of ecosystems. Although the principle was defined initially for steady state homogenous systems, this principle could be applied for more dynamic and complex considerations [212].

**Criticism**
- No definitive evidence. • Quantification of ecosystem ascendency is challenging. [16,212].

**Application in the Critical Zone**

Ascendency has been widely applied for different purposes such as assessment of ecosystem status, health, and integrity [206,207], to quantify the effect of perturbations [208], and to compare ecosystems [209]
Redundancy in Optimum Principles: Although the trade-off approach is very promising, it is challenging to find a pareto for the CZ or any other open system with many simultaneous objective functions. On the other hand, many optimum principles with different objective functions have been postulated, as shown in Table 5. However, some of these principles may not be valid or there could be more than one with the same functionality (redundant). It is important to validate and select the optimum principles that are fundamental, in the sense that are valid and unique.

In order to explain the redundancy in different objective functions we use a multi-objective optimization framework. Figure 6 shows a schematic representation of three different Pareto fronts involving three objective functions $\zeta = (\varsigma_1, \varsigma_2, \varsigma_3)$. These pareto fronts are only for illustrative purposes. Figure 6a shows the case when the three objective functions increases monotonically. In this case the Pareto is a point where all the three objectives attain a maximum value. Note that there is no trade-off between the objectives and the maximum values could be attained using each of the three objectives. Therefore, there is a redundancy, and only one of these objectives is fundamental for this particular problem, the other two are redundant, and the vector of objective functions could be expressed in terms of this fundamental only $\zeta = (\varsigma_f)$. Figure 6b shows the Pareto that will be obtained if $\varsigma_3$ does not increase monotonically to $\varsigma_1$ and $\varsigma_2$. In this case there is a unique maximum value of $\varsigma_3$ for each point $(\varsigma_1, \varsigma_2)$. Only one from $\varsigma_1$ and $\varsigma_2$ is fundamental and should be used, the other is redundant, therefore $\zeta = ((\varsigma_1 \text{ or } \varsigma_2), \varsigma_3)$. Figure 6c shows the Pareto front for the case where the three objectives do not increase monotonically. There is a trade-off between the objectives that is represented with a surface. In this case all the objectives are complemented and are needed.

Figure 6. Schematic representation of the pareto front from a multi-objective optimization with three objective functions $\zeta = (\varsigma_1, \varsigma_2, \varsigma_3)$. When all the objective functions grow monotonically the pareto front is a point (a), when two objective functions grow monotonically but they are inverse to the third one the pareto front is a 2D curve (b), and when the three objective functions do not grow monotonically there is a 3D surface (c) that represents the trade off between the objectives.

Fath et al. [139] analyzed five objective functions that were formulated to describe the growth and development of ecosystems and found that only maximum exergy storage and maximum flux of useful energy are the two objectives that better define the organization of ecosystems as they move far from equilibrium. They showed that all the other three objectives apply during some stages but only these
two apply over all stages. The results by Fath et al. [139] are important because it shows that some objective functions are redundant and can be replaced by other objectives that are more general, cover more processes, and therefore are more fundamental. In addition, it is likely that the Pareto front obtained from the maximum exergy storage and maximum flux of useful energy is a point, similar to Figure 6a, and one of these two objectives is also redundant.

The academic community must join for a common effort and find fundamental principles that guide the evolution of the CZ. On the one hand, it is easy to apply some of the optimum functions that have been already postulated and shown in Table 5 to understand different processes. This approach can be implemented to find a set of parameters, perform some simulations, and obtain some results. However, the results of this research would not represent a significant contribution for the academic community as it could be based on false premises. On the other hand, it is a real challenge to find proper mechanisms to test the optimum principles that have been proposed and analyze under which set of conditions they are valid. The outcome of this effort will define truly fundamental principles and will represent a significant contribution for CZ processes and related fields dealing with evolution of open systems.

Therefore, it is the authors opinion that one of the most important goals that CZ researches must face in the upcoming years is to find appropriate alternatives to validate the different optimum principles that have been postulated and select the most fundamental that complement each other and guide the evolution of the CZ.

4.2.4. Constructal Principle of Design

Bejan [117,140–142] proposed a new law called the constructal law of design that is directly related to the configuration of open systems. This formulation states that for a finite size flow system to persist in time it must evolve such that it provides greater and greater access to the currents that flow through it [117]. In other words, the evolution of open systems occurs towards configurations that allow greater access to the currents that flow through the system. Various studies have provided additional support for the constructal principle in different systems [117,141,143,144]. Most of the support is presented in terms of scaling properties that reflect distinct configurational patterns including animate and inanimate systems.

Bejan and Lorente [117] also mentioned the large list of optimum functions that have been suggested (Table 5) to describe the evolution of open systems. They pointed that these functions are valid under specific conditions and in some cases are contradictory. Bejan and Lorente [117] approach this inconsistency in light of the constructal principle of design. For instance, an interesting example related to the design of organ sizes was provided by Bejan and Lorent [117,143]. They claimed that an optimum size in terms of exergy will be that at which exergy destruction is lowest which occurs in infinite large objects. However, observed organs in biology are imperfect, compact, finite, and destroy exergy in a way proportional to its mass, which is in agreement with the constructal principle. However, this could be argued in terms of an optimum principle if a spatial constrain is imposed. According to Bejan and Lorente [117] flow components in the Earth function as an engine that drives a break. Based on this approach it is possible to attain simultaneous stages where different or contradicting thermodynamic functions coexist. For instance, living systems are associated with stages where there is a minimum dissipation of exergy, and also stages where there is a maximum dissipation of exergy.
The connection between thermodynamic fluxes of exergy and the formation of organizational patterns that emerge in open systems under non-equilibrium conditions is observed everywhere. According to Bejan and Lorente [117] this is a missing part of the current fundamental laws of thermodynamics. Although these organizational patterns are ubiquitous, none of the current laws of thermodynamics explicitly mention this organization. However, beyond the fluxes of exergy, the specific details and mechanisms inducing the formation of these organizational patterns are still not clear. The formulation of the constructal principle provides another hypothesis for this phenomenon that needs to be tested. Although their supporters have provided different examples with distinct configurational patterns in many systems, still the fact that this configuration is the result of a tendency to provide greater access to the currents that flow through it (as stated in the constructal principle), needs to be proven. In addition, the definition of the constructal principle may need more clarification. In particular, the terms greater access and currents are vague and general, and could be adapted differently according to specific purposes. However, it has been clarified that the constructal principle as proposed by Bejan and Lorente [117,140] is not an optimality principle and therefore, greater is different than “max”.

Bejan and Lorente [117] claimed that a main contribution of the constructal principle is the omission of the walls that separate geophysical, biological, or anthropogenic systems. It is worth to mention that the consideration and understanding of different open systems including biological, geophysical, or anthropogenic domains under a common thermodynamic framework have been performed long before the constructal principle was proposed [4,45,54,145]. Also, similarities between the organizational patterns in these systems have been mentioned, in such that West et al. [146] published another theory using similar scaling patterns as those reported by Bejan [117,140].

4.3. Spatial and Time Scales

It is a real challenge to understand the CZ as a system and to capture the interaction of processes that occur at different time and spatial scales. In addition, the implementation of concepts related to thermodynamics and information entropy has been performed separately in different fields that deal with different goals and specific scales. In this section we discuss some of the issues that are connected with spatial and time scales in the CZ.

4.3.1. Spatial Scales

Previous studies [14,117] have mentioned the capacity of different objective functions to satisfactorily describe some of the processes observed in different open systems. According to [14,147] this occur because each of these principles may be valid under some specific constraints [147]. In particular, the spatial delineation of the control volume under analysis is very important. For instance, using the entropy generation mimization principle (EGM) Bejan [148] has been able to explain different processes associated with heat fluxes and design different devices. This principle has also been useful to capture the dynamics of some open systems in nature. EGM relies in the minimization of the generation of entropy because that condition allows a lower destruction of exergy and under appropriate constraints [147] more power output from the system. Maximization of power is an appropriate objective function for a human made device, and could also be able to explain the properties of several open systems in
nature where power output is important such as living systems, or internal subsystems such as organs or cells. However, note that the work done by the open system is performed over the environment that surrounds it, and at some point this work will be dissipated in the form of heat. Therefore, when both the environment and the open system that is doing work are analyzed as a unique system the EGM principle may not be useful anymore. Instead, MEPP or the entropy generation maximization principle (EGM) could be more appropriate to analyze the fate of the overall system [14].

In the realm of the CZ the complexity arises because the CZ acts as the environment for thousands of internal open systems that take exergy and perform work at different spatial scales. When the CZ is analyzed as a unique system the work performed by the CZ over a hypothetical environment that surrounds the CZ is negligible, which means that most of the incoming exergy is destroyed internally (Figure 7a). Although the input of exergy in the CZ produces work, this work is generated and dissipated within the CZ and is associated with a large number of interconnected internal systems at different spatial scales (Figure 7b). Therefore, it is challenging to estimate the actual work that is produced within the CZ. However, on the other hand it is feasible to analyze the rates of entropy generation, exergy destruction, and exergy storage in the CZ.

4.3.2. Time Scales

The CZ experiences different processes that are coupled and co-evolve with different characteristic time scales. The most notorious example of such a co-evolution is the interaction between soils and development of ecosystems (Figure 8). These processes have been studied by different fields and little consideration has been paid to the coupled interaction from a thermodynamic perspective. For instance, if the equation proposed by Volobuyev et al. [40] to capture the free energy of the soil is performed with some reference value of chemical potential:

\[
\Delta F_s = \sum_k \mu_k n_k - \sum_j \mu_j^0 n_j.
\]

we arrive to a similar formulation as eco-exergy which is the approach used to compute the exergy of ecosystems in ecology. However, the formulation for \( F_s \) as suggested in pedology [40] is computed by considering only mineral components. In contrast, the computation of eco-exergy as proposed in ecology [48] gives more importance to living components and comprise all the inorganic composition in only one index of the summation. In particular, the approach developed by Jørgensen et al. [52] to compute eco-exergy claims that the values of eco-exergy associated with inorganic compounds are negligible. Therefore, we can see there is a disconnection in the approaches that have been introduced in pedology and ecology. Although they are using the same mathematical formulation they neglect the co-evolution of soils and living systems.
Figure 7. Top figure shows (a) a schematic illustration that represents different spatial scales in the Critical Zone (CZ). Inside the CZ there is an enormous number of internal open systems at different spatial scales. Some of them (e.g., living systems, organs, cells) are able to take energy and perform work over the environment. However the CZ acts as the main environment of these internal systems. The work performed by these internal systems is in the end dissipated in the form of heat within the CZ and leaves the CZ in this form. Therefore, the work performed by the CZ over a hypothetical environment that surrounds the CZ is negligible. This suggest that most of the incoming exergy in the CZ is destroyed internally. Bottom figure shows (b) an illustrative scheme with boxes representing different open systems at different spatial scales that are interconnected. The energy that is captured by a particular open system could be used to produce work over the environment. However, this open system is part of a bigger open system, and the work performed could be dissipated as heat or could be used to support the work performed by the bigger open system (e.g., cells, organs, organisms, communities). In the end the work performed by the CZ as a system over the hypothetical environment is negligible.
Figure 8. (a) Schematic illustration that represents different time scales in the critical zone. There are different processes occurring over different time scales and all of them are coupled; (b) Schematic illustration that represents an idealistic Pareto front generated with objective functions defined over different time scales.
It is difficult to capture the co-evolution of processes occurring at different time scales because the magnitude of the fluxes associated with these scales vary significantly. One approach to deal with this challenge is to encapsulate these processes using a trade-off approximation with different fundamental optimum functions that remain valid and are able to couple processes at different scales. Similar conceptualizations have already been suggested previously in some studies in the CZ (See Table 7). For instance, if different objective functions $\varsigma_1$, $\varsigma_2$, and $\varsigma_3$ are defined over different time scales we can use a multi-objective approach that search for the optimization of these three functions simultaneously (Figure 8). There will be a Pareto front that captures the trade off between these objectives, and the CZ dynamics will be located in a region over the Pareto. This approach will be able to link functions that are exposed to constraints under different time scales.

Table 7. Illustrative examples of previous formulations where complementary objective functions have been combined at different scales in time and space.

<table>
<thead>
<tr>
<th>Objective Functions</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SPACE</strong></td>
<td></td>
</tr>
<tr>
<td>(1) At the Link Scale: Minimum Energy Expenditure and</td>
<td>Rodríguez-Iturbe et al. [151] (Evolution of Stream Networks)</td>
</tr>
<tr>
<td>(2) At the Channel Scale: Equal Energy Expenditure per Unit Area and</td>
<td></td>
</tr>
<tr>
<td>(3) At the Network Scale: Minimum Total Energy Expenditure</td>
<td></td>
</tr>
<tr>
<td><strong>TIME</strong></td>
<td></td>
</tr>
<tr>
<td>(1) At Short Time Scales: Vegetation density will equilibrate with climate and soil to minimize plant water stress and</td>
<td>Eagleson [210] (Ecohydrology)</td>
</tr>
<tr>
<td>(2) At Successional Time Scales: Species will generate optimal equilibrium community composition where canopy efficiency maximizes soil moisture and</td>
<td></td>
</tr>
<tr>
<td>(3) At Pedogenesis Scale: Co-evolution of soils and vegetation. Vegetation will alter soil properties to maximize canopy density</td>
<td></td>
</tr>
</tbody>
</table>

5. Summary and Conclusions

In this paper we have revised the implementation of thermodynamic entropy and information entropy in the CZ. Today, there is a mathematical framework that allows us to calculate thermodynamic entropy, information entropy, or their derived concepts for different processes in the CZ. However, it is important to mention that these formulations represent approximations that idealistically consider very complex systems such as the CZ. Therefore, these approximations should be used with caution, with a detailed understanding of the assumptions made, and a clear definition of the system and its boundary conditions. There is an extensive number of studies where these concepts have been applied in the CZ. However, most previous approaches have been performed in separate fields such as hydrology, geomorphology,
ecology, and pedology independently, where specific goals associated solely within these fields were sought. Therefore, the conceptualization of processes in the CZ as a whole is a unique opportunity to examine these concepts in a more holistic way across spatial and time scales.

The emergence of macroscopic organizational patterns in open systems as they experience continuous fluxes of exergy is an ubiquitous phenomenon that has been observed in different fields. Some studies suggest that this universal organization is not considered in the current laws of thermodynamic and should be developed as a new law. However, clear mechanisms and processes that induce these patterns remain unknown. Although many hypotheses have been postulated, it has been difficult to test them. As a result, we still do not have a clear theory describing the evolution of open systems. In addition, the description or measure of macroscopic organization in open systems vary significantly across different fields and studies, and at some point it becomes subjective. Therefore, it is important to develop a general framework to measure this organization that remains valid across scales and fields. Information entropy could be an important alternative as it provides useful means to quantify the information associated with open systems. However, this would require a more precise definition of macroscopic organization.

In this paper we recognize four main approaches of how thermodynamic and information entropies have been used to describe the organizational patterns that emerge during the evolution of the CZ:

- Network process approach
- Analytical formulations linking thermodynamic entropy (or exergy) and information entropy (or derived concepts)
- Optimum principles
- Constructal Principle

Although each of these approaches has enhanced our understanding of the evolution of the CZ, each has its limitations. Implementation of the first approach is difficult as it is nearly impossible to comprise all the complexity in different interactions that are present in the CZ in terms of a network that is feasible to be analyzed. Analytical formulations linking thermodynamic entropy or exergy with information entropy have provided important insights into connecting thermodynamics and organizational patterns in the CZ. However, it is challenging to describe all the complexity associated with the CZ in analytical formulations. Finally, the selection of an optimum principle or the constructal principle of design are possible alternatives in order to have a fundamental principle that describes the evolution of the CZ. However, it has been difficult to determine whether these hypotheses are valid. The main hindrance is the limitation in our capacity to test these formulations.

The four approaches could be combined to develop a fundamental theory that is able to link the thermodynamic quantities with macroscopic organizational patterns in the CZ across spatial and time scales. Such a theory will be an important outcome to allow us to understand and describe the evolution of the CZ as well as to predict the CZ response to different external gradients including climate change. This is a main challenge in future years, where the combination of different sources of information such as the CZ Observatories, the Long Term Ecological Research Experiments, and the FLUXNET Global Network, together with our ability to use “big data,” would allow us to find such a fundamental theory.
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