A Maximum Entropy Approach to Assess Debonding in Honeycomb Aluminum Plates
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Abstract: Honeycomb sandwich structures are used in a wide variety of applications. Nevertheless, due to manufacturing defects or impact loads, these structures can be subject to imperfect bonding or debonding between the skin and the honeycomb core. The presence of debonding reduces the bending stiffness of the composite panel, which causes detectable changes in its vibration characteristics. This article presents a new supervised learning algorithm to identify debonded regions in aluminum honeycomb panels. The algorithm uses a linear approximation method handled by a statistical inference model based on the maximum-entropy principle. The merits of this new approach are twofold: training is avoided and data is processed in a period of time that is comparable to the one of neural networks. The honeycomb panels are modeled with finite elements using a simplified three-layer shell model. The adhesive layer between the skin and core is modeled using linear springs, the rigidities of which are reduced in debonded sectors. The algorithm is validated using experimental data of an aluminum honeycomb panel under different damage scenarios.
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1. Introduction

The applications of sandwich structures continue to increase rapidly and range from satellites, spacecrafts, aircrafts, ships, automobiles, rail cars, wind energy systems to bridge construction, among others [1]. Sandwich panels typically consist of two thin face sheets or skins and a lightweight thicker core, which is sandwiched between two faces to obtain a structure of superior bending stiffness. Nevertheless, due to manufacturing defects or impact loads, these structures can experience imperfect bonding or debonding between the skin and the honeycomb core. Debonding in a sandwich structure may severely degrade its mechanical properties, which can produce a catastrophic failure of the overall structure. Therefore, it is important to detect the presence of debonding at an early stage.

A disadvantage of sandwich structures is that their structural failures, especially in the core, cannot always be detected by traditional non-destructive detection methods. A global technique called vibration-based damage detection has been rapidly expanding over the last few years [2]. The basic idea is that vibration characteristics (natural frequencies, mode shapes, damping, frequency response function, etc.) are functions of the physical properties of the structure. Thus, changes to the material and/or geometric properties due to damage will cause detectable changes in the vibrations characteristics. A debonded region in a sandwich structure is equivalent to a delamination in composite laminates. Many studies have demonstrated that vibration characteristics are sensitive to delamination even if the delamination is located in hidden or internal areas [3,4]. Nevertheless, there have only been a few studies related to the debonding of sandwich structures [5–10].

Vibration-based damage assessment methods are classified as model-based or non-model based. Non-model-based methods detect damage by comparing the measurements from the undamaged and damaged structures, whereas model-based methods locate and quantify damage by correlating an analytical model with test data from a damaged structure. Additionally, model-based methods are particularly useful for predicting the system response to new loading conditions and/or new system configurations (damage states), allowing damage prognosis [11]. Model-based damage assessment requires the solution of a nonlinear inverse problem, which can be accomplished using supervised learning algorithms as neural networks or by global optimisation algorithms. The most successful applications of vibration-based damage assessment are model updating methods based on global optimization algorithms [12–16]. Nevertheless, these algorithms are exceedingly slow and the damage assessment process is achieved via a costly and time-consuming inverse process, which presents an obstacle for real-time health monitoring applications.

Supervised learning algorithms are an alternative to model updating. The objective of supervised learning is to estimate the structure’s health based on current and past samples. Supervised learning can be divided into two classes: parametric and non-parametric. Parametric approaches assumed a statistical model for the data samples. A popular parametric approach is to model each class density as Gaussian [17]. Nonparametric algorithms do not assume a structure for the data. The most frequently nonparametric algorithms used in damage assessment are artificial neural networks [18–24]. A trained neural network can potentially detect, locate and quantify structural damage in a short period of time. Hence, it can be used for real-time damage assessment. Although once a neural network is already
trained it can process data very quickly, the slow learning speed and the large number of parameters that need to be tuned within the training stage have been a major bottleneck in their application [25].

A new nonparametric method for supervised learning was presented by Gupta et al. [26,27]. This method generalized linear approximation by using the maximum-entropy (max-ent) principle [28] for statistical inference. A similar approach was adopted by Erkan [29] for semi-supervised learning problems, where a decision rule is to be learned from labelled and unlabeled data. By using max-ent methods, training is avoided and data is processed in a period of time that is comparable to the one of neural networks. In addition, it only requires one parameter to be selected. Hence, max-ent methods become very appealing for real-time health monitoring applications. Gupta [26] demonstrated the application of the max-ent approach to color management and gas pipeline integrity problems. In the present paper, we demonstrate the applicability of max-ent methods in structural damage assessment.

The primary contribution of this research is the development of a real-time damage assessment algorithm for honeycomb panels that uses a linear approximation method in conjunction with the mode shapes and natural frequencies of the structure. The linear approximation is handled by a statistical inference model based on the maximum-entropy principle [28]. The honeycomb panels are modeled with finite elements using a simplified three-layer shell model. The adhesive layer between the skin and core is modeled using linear springs, with reduced rigidities for the debonded sectors. The algorithm is validated using experimental data from an aluminum honeycomb panel containing different damage scenarios.

The remainder of this work is structured as follows: Section 2 introduces the proposed damage assessment algorithm and provides previous research on the max-ent linear approximation method. Section 3 describes the construction of the numerical model for the honeycomb sandwich panel. Section 4 presents the experimental structure and the correlation between the experimental and numerical modes. Section 5 describes the setting up of the database. Section 6 presents the case studies and the damage assessment results. Finally, conclusions and forthcoming work are presented in Section 7.

2. Damage Assessment Using Linear Approximation with Maximum Entropy

The main problem of vibration-based damage assessment is to ascertain the presence, location and severity of structural damage given a structure’s dynamic characteristics. This principle is illustrated in Figure 1; the vibration characteristics of the structure, which in this case correspond to mode shapes and natural frequencies, act as the input to the algorithm, and the outputs are the damage indices of each element in the structure.

Figure 1. Principle of a vibration-based damage assessment algorithm.
Let the observation vector \( \mathbf{Y}^i = \{Y_1^i, Y_2^i, \ldots, Y_m^i\} \in \mathbb{R}^m \) represent the \( i \)th damage state of the structure. Let the feature vector \( \mathbf{X}^i = \{X_1^i, X_2^i, \ldots, X_n^i\} \in \mathbb{R}^n \) represent a set of vibration characteristics of the structure associated with the damage state \( Y^i \). The variables \( \mathbf{X} \) and \( \mathbf{Y} \) have joint distribution \( P_{X,Y} \). Let a set of \( k \) independent and identically distributed samples be drawn from \( P_{X,Y} \). These samples represent the database \( (\mathbf{X}^1, \mathbf{Y}^1), (\mathbf{X}^2, \mathbf{Y}^2), \ldots, (\mathbf{X}^k, \mathbf{Y}^k) \). The central problem in supervised learning is to form an estimate of \( P_{Y|X} \), i.e., given a certain feature \( \mathbf{X} \), estimate the corresponding observation \( \mathbf{Y} \). Let \( \hat{Y} \) denote the estimated value of \( Y \).

Linear approximation takes the \( N \) nearest neighbors to a test point \( \mathbf{X} \) and uses a linear combination of them to represent \( \mathbf{X} \) as

\[
\mathbf{X} = \sum_{i=1}^{N} w_i(\mathbf{X}) \mathbf{X}^i(\mathbf{X}), \quad \sum_{i=1}^{N} w_i(\mathbf{X}) = 1, \tag{1}
\]

where \( w_1, w_2, \ldots, w_N \) are weighting functions, and \( \mathbf{X}^1(\mathbf{X}), \mathbf{X}^2(\mathbf{X}), \ldots, \mathbf{X}^N(\mathbf{X}) \) are the \( N \) closest neighbors to a test point \( \mathbf{X} \) out of the database set. The equations given in (1) can be expressed as the following system of linear equations:

\[
\mathbf{A} \mathbf{w} = \mathbf{b}, \quad \mathbf{w} \geq 0, \tag{2}
\]

with

\[
\mathbf{A} = \begin{bmatrix}
X_1^1 & X_2^1 & \cdots & X_n^1 \\
X_2^1 & X_2^2 & \cdots & X_n^2 \\
\vdots & \vdots & \ddots & \vdots \\
X_n^1 & X_n^2 & \cdots & X_n^N \\
1 & 1 & \cdots & 1
\end{bmatrix}^{(n+1) \times N}, \quad \mathbf{b} = \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n \\
1
\end{bmatrix}^{(n+1) \times 1}, \quad \mathbf{w} = \begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
w_N
\end{bmatrix}^{N \times 1}.
\]

After \( \mathbf{w} \) is obtained from Equation (2), \( \hat{Y} \) is estimated as

\[
\hat{Y} = \sum_{i=1}^{N} w_i(\mathbf{X}) Y^i(\mathbf{X}), \tag{3}
\]

where \( Y^1(\mathbf{X}), Y^2(\mathbf{X}), \ldots, Y^N(\mathbf{X}) \) are the corresponding observations to the \( N \) selected neighbors. Typically, the system of Equation (2) is undetermined, and its solution is tackled via a constrained optimization technique of the family of least-squares (nonnegative least-squares [30]). An alternative that provides the least-biased solution is obtained via the maximum-entropy (max-ent) variational principle [28]. Recently, max-ent methods have become quite popular in the computational mechanics community as a powerful tool for numerical solution of PDEs [31–39], and their applications in the solution of ill-posed inverse problems have also been explored [40,41].

The notion of entropy in information theory was introduced by Shannon as a measure of uncertainty [42]. Later, on using the Shannon entropy, Jaynes [28] postulated the maximum-entropy principle as a rationale means for least-biased statistical inference when insufficient information is available. The maximum-entropy principle is suitable to find the least-biased probability distribution when there are fewer constraints than unknowns and is posed as follows:

Consider a set of \( N \) discrete events \( \{x_1, \ldots, x_N\} \). The possibility of each event is \( p_i = p(x_i) \in [0,1] \) with uncertainty \( -\ln p_i \). The Shannon entropy \( H(p) = -\sum_{i=1}^{N} p_i \ln p_i \) is the amount of uncertainty
represented by the distribution \( \{ p_1, \ldots, p_N \} \). The least-biased probability distribution and the one that has the most likelihood to occur is obtained via the solution of the following optimization problem (maximum-entropy principle):

\[
\max_{\mathbf{p} \in \mathbb{R}_+^N} H(\mathbf{p}) = - \sum_{i=1}^N p_i \ln (p_i),
\]

subject to the constraints:

\[
\sum_{i=1}^N p_i = 1, \quad \sum_{i=1}^N p_i g_r(x_i) = < g_r(x) >,
\]

where \( \mathbb{R}_+^N \) is the non-negative orthant and \( < g_r(x) > \) is the known expected value of functions \( g_r(x) \) \((r = 0, 1, \ldots, m)\), with \( g_0(x) = 1 \) being the normalizing condition.

The optimization problem (4) assigns probabilities to every \( x_i \) in the set. Now, assume that the probability \( p_i \) has an initial guess \( m_i \), known as a prior, which reduces its uncertainty to \( - \ln p_i + \ln m_i = - \ln(p_i/m_i) \). An alternative problem can be formulated by using this prior in (4) [43]:

\[
\max_{\mathbf{p} \in \mathbb{R}_+^N} H(\mathbf{p}) = - \sum_{i=1}^N p_i \ln \left( \frac{p_i}{m_i} \right)
\]

subject to the constraints:

\[
\sum_{i=1}^n p_i = 1, \quad \sum_{i=1}^n p_i g_r(x_i) = < g_r(x) > .
\]

In (5), the variational principle associated with \( \sum_{i=1}^N p_i \ln \left( \frac{p_i}{m_i} \right) \) is known as the principle of minimum relative (cross) entropy [44,45]. Depending upon the prior employed, the optimization problem (5) will favor some \( x_i \) in the set by assigning more probability to them, and eventually, assigning non-zero probability \( (p_i > 0) \) to a selected number of \( x_i \) \((i < N)\) in the set. It can be easily seen that if the prior is constant, the Shannon-Jaynes entropy functional (4) is recovered as a particular case.

Because of its general character and flexibility, we adopt the relative entropy approach for our problem, where the probability \( p_i \) is replaced with the weighting function \( w_i \) of the linear approximation problem posed in Equation (1). This reads:

\[
\max_{\mathbf{w} \in \mathbb{R}_+^N} H(\mathbf{w}) = - \sum_{i=1}^N w_i(X) \ln \left( \frac{w_i(X)}{m_i(X)} \right)
\]

subject to the constraints:

\[
\sum_{i=1}^N w_i(X) \hat{X}^i = 0, \quad \sum_{i=1}^N w_i(X) = 1,
\]
where $\hat{X}^i = X^i - X$ has been introduced as a shifted measure for stability purposes. A typical prior distribution is the smooth Gaussian \[31\]

$$m_i(X) = \exp(-\beta_i \|\hat{X}^i\|^2), \quad (7)$$

where $\beta_i = \gamma/h^2_i$; $\gamma$ is a parameter that controls the radius of the Gaussian prior at $X^i$, and therefore its associated weight function; and $h_i$ is a characteristic $n-$dimensional Euclidean distance between neighbors that can be distinct for each $X^i$. In view of the optimization problem posed in (6) for supervised learning, maximizing the entropy chooses the weight solution that commits the least to any one in the database samples [27].

The solution of the max-ent optimization problem is handled by using the procedure of Lagrange multipliers, which yields [43]:

$$w_i(X) = \frac{Z_i(X; \lambda^*)}{Z(X; \lambda^*)}, \quad Z_i(X; \lambda^*) = m_i(X) \exp(-\lambda^* \cdot \hat{X}^i), \quad (8)$$

where $Z(X; \lambda^*) = \sum_j Z_j(X; \lambda^*)$, $\hat{X}^i = [\hat{X}_i^1 ... \hat{X}_i^N]^T$ and $\lambda^* = [\lambda^*_1 ... \lambda^*_N]^T$.

In Equation (8), the Lagrange multiplier vector $\lambda^*$ is the minimizer of the dual optimization problem posed in Equation (6) [43]:

$$\lambda^* = \arg \min_{\lambda \in \mathbb{R}^N} \ln Z(X; \lambda), \quad (9)$$

which gives rise to the following system of nonlinear equations:

$$f(\lambda) = \nabla_{\lambda} \ln Z(\lambda) = -\sum_{i=1}^{N} w_i(X)\hat{X}^i = 0, \quad (10)$$

where $\nabla_{\lambda}$ stands for the gradient with respect to $\lambda$. Once the converged $\lambda^*$ is found, the weight functions are computed from Equation (8).

3. Numerical Model

Figure 2 shows a scheme for a honeycomb sandwich panel, consisting of two thin face sheets or skins and a honeycomb core, which are bonded together by an adhesive layer. The panel can be modeled by a detailed 3D finite element model, but the computational effort increases very rapidly as the number of cells increases. Therefore, it is more convenient to develop equivalent simplified models for the honeycomb core to reduce the required computational time. Burton and Noor [46] studied the performance of nine different modeling approaches based on two-dimensional shell theories to predict the static response of sandwich panels. The results were compared to those from a detailed three-dimensional model. Their study showed that the global response can be accurately predicted by discrete three-layer models, predictor-corrector approaches and even first-order shear deformation theory, provided that proper values for the shear correction factors are used. According to Birman and Bert [47], a key factor in the practical application of the first-order shear deformation theory is the determination of the shear correction factor. The analysis presented by these researchers concluded that the shear correction factor should be taken with a value equal to unity for sandwich structures, as a first approximation. The work presented by Burton and Noor [48] showed that continuum layer
models for the honeycomb core provide solutions that are close to those calculated by using detailed finite element models. Tanimoto et al. [49] used beam elements to model the honeycomb core and the adhesive layer. The proposed model was validated by experimental vibration tests. Burlayenko and Sadowski [50] performed an analysis of sandwich plates with hollow and foam-filled honeycomb cores using a commercially available finite element code. The sandwich plates were modeled on the basis of a simplified three-layered continuum model using a mixed shell/solid approach.

Consequently, the prediction of the dynamic response of the honeycomb panels can be accomplished by equivalent continuum models. In the present study, the honeycomb panels are modeled with finite elements using a simplified three-layer shell model and the adhesive layer between the skin and core is modeled using linear springs. Because the properties of the skin are known, the attention is focused on modeling the effective properties of the adhesive layer and the core material.

Figure 2. Scheme of a honeycomb sandwich panel.

A debonded region between the skin and core of a honeycomb panel is similar to a delamination in laminated composites. There are a considerable amount of analytical and numerical methods used to model delaminated composite laminates. Della and Shu [51] provided an extensive review of them. The majority of these methods can be categorized into two classes. The first is a region approach where the laminate is divided into sub-laminates and continuity conditions are imposed at the junctions, whereas the second is a layer-wise model where delamination is introduced as an embedded layer or as a discontinuity function in the displacement field. On the other hand, modeling vibrations in sandwich structures with debonding is generally accompanied by contact problems between the interfaces of the debonded region [52]. Burlayenko and Sadowski [7,8] modeled the debonded region by creating a small gap between the face and the core and by introducing bi-linear spring elements between the double nodes in the debonded area. The springs have a stiffness equal to zero in tension and a large value in
compression, simulating a contact condition. A piecewise-linear model does not predict a unique mode shape as in a linear system, but the mode shape depends on the vibration amplitude.

In this study, the adhesive layer between the skin and core is modeled using linear springs, with reduced rigidity in debonded sectors, as shown in Figure 3.

**Figure 3.** Lateral view of the numerical model: (a) undamaged panel, (b) panel with a debonded region.

The numerical model is built in Matlab® using the SDTools Structural Dynamics Toolbox [53], the skins and honeycomb panel are modeled with standard isotropic 4-node shell elements. The final model shown in Figure 4 has 10,742 shell and 7,242 spring elements. The mechanical properties of the sandwich construction depend upon the adhesives, temperature and pressure used during curing. In addition, the anisotropic nature of the honeycomb core makes testing the sandwich specimens mandatory to determine their properties with accuracy. Here, the mechanical properties of the adhesive layer and the honeycomb core are determined by updating the finite element model with the experimental mode shapes and natural frequencies for both undamaged cases and those with debonding.

**Figure 4.** Finite element model of the sandwich panel.
4. Experimental structure

The experimental structure consists of a sandwich panel of $0.25 \times 0.35 \ m^2$ made of an aluminum honeycomb core bonded to two aluminum skins, each with a thickness of $0.8 \ mm$. The properties of the core are summarized in Table 1. The skins are bonded to the honeycomb core using an epoxy adhesive that provides a high performance solution to ambient temperature cure bonding of aluminum honeycomb to a wide range of skin materials. Figure 5a shows an aluminum sheet with a layer of epoxy adhesive, the circular region without adhesive is introduced to simulate debonding. Damaged panels were built with circular-shaped debonded regions with radius between $0.038 \ m$ and $0.045 \ m$. To ensure perfect bonding, the panel is cured using a vacuum bagging system, as shown in Figure 5b.

Table 1. Properties of the honeycomb core.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell size</td>
<td>$19.1 \ mm$</td>
</tr>
<tr>
<td>Foil thickness</td>
<td>$5 \times 10^{-5} \ m$</td>
</tr>
<tr>
<td>Thickness</td>
<td>$10 \ mm$</td>
</tr>
<tr>
<td>Density</td>
<td>$20.8 \ kg/m^3$</td>
</tr>
<tr>
<td>Compressive strength</td>
<td>$0.448 \ MPa$</td>
</tr>
<tr>
<td>Shear strength in longitudinal direction ($\sigma_{xy}$)</td>
<td>$0.345 \ MPa$</td>
</tr>
<tr>
<td>Shear modulus in longitudinal direction ($G_{xy}$)</td>
<td>$89.63 \ MPa$</td>
</tr>
<tr>
<td>Shear strength in width direction ($\sigma_{yz}$)</td>
<td>$0.241 \ MPa$</td>
</tr>
<tr>
<td>Shear modulus in width direction ($G_{yz}$)</td>
<td>$41.37 \ MPa$</td>
</tr>
</tbody>
</table>

Figure 5. Fabrication of the experimental panel.
Figure 6 shows the experimental setup used to simulate a free boundary condition. The honeycomb sandwich panel is suspended by soft elastic bands. The out of plane vibration is captured by four miniature piezoelectric accelerometers located in three corners and in the centre of the panel. The panel is excited by an impact hammer at the 117 points described in Figure 6b, resulting in 468 measured Frequency Response Functions.

**Figure 6.** Experimental set-up.

![Experimental setup image](image)

(a) panel suspended by elastic bands  (b) distribution of measurement point

The identified modal parameters of the experimental structure are used to update the numerical model. The parameters that were updated in the numerical model are the following: the density and Young’s Modulus of the skins; the density, bending stiffness and shear correction factor of the core; and the stiffness of the springs representing the adhesive layer. The updated parameters are presented in Table 2.

**Table 2.** Updated properties of the honeycomb sandwich panel.

<table>
<thead>
<tr>
<th>Component</th>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skin</td>
<td>Density</td>
<td>$2.53 \times 10^3 \text{ kg/m}^3$</td>
</tr>
<tr>
<td></td>
<td>Young’s modulus</td>
<td>$6.14 \times 10^{10} \text{ Pa}$</td>
</tr>
<tr>
<td>Core</td>
<td>Density</td>
<td>31.1 kg/m$^3$</td>
</tr>
<tr>
<td></td>
<td>Young’s modulus</td>
<td>$2.41 \times 10^{10} \text{ Pa}$</td>
</tr>
<tr>
<td></td>
<td>Shear correction factor</td>
<td>0.67</td>
</tr>
<tr>
<td>Adhesive layer</td>
<td>Stiffness healthy layer</td>
<td>$3.42 \times 10^8 \text{ Nm}^{-1}/m^2$</td>
</tr>
<tr>
<td></td>
<td>Stiffness debonded layer</td>
<td>$4.96 \times 10^7 \text{ Nm}^{-1}/m^2$</td>
</tr>
</tbody>
</table>
Figure 7 shows the first six experimental mode shapes compared to those from the numerical model after updating. The correlation between two mode shapes is measured by the Modal Assurance Criterion (MAC), defined as,

$$MAC_i = \frac{(\phi^T_{N,i}(\phi_{E,i}))^2}{(\phi^T_{N,i}(\phi_{N,i}))(\phi^T_{E,i}(\phi_{E,i}))}$$

(11)

Where $\phi_i$ is the $i$th mode shape, subscripts $N, E$ refer to numerical and experimental respectively. A MAC value of 0 indicates no correlation whereas a value of 1 indicates two completely correlated modes.

The results show that the correlation between the numerical and experimental modes is almost perfect for the first three modes, with MAC values higher than 0.99. The fifth mode presents the lowest correlation, with a MAC value of 0.83. In this case, the first-order shear approximation may not be sufficient. The maximum difference between the experimental and the numerical natural frequencies is 11%.

Figure 8 presents the correlation between the numerical and experimental global modes for the case with a circular debonded region at the centre of the plate. The modes are plotted over the surface of the debonded skin. Here, the numerical model was updated again considering the spring stiffness in the debonded region as updating parameter. Although the correlation is not as good as in the undamaged case, both the numerical and experimental models show the same behavior in the presence of damage, which is a reduction in the natural frequencies, and a strong discontinuity at the debonded region for mode 4.

**Figure 7.** Numerical and experimental undamaged mode shapes.
5. Construction of the Database

The database is built as follows:

1. Define a set of damage scenarios to be used in the database.

2. Set $j = 1$.

3. Parameterized the $j$th scenario with an observation vector $Y^j$.

4. Build the numerical model associated with the $j$th scenario.

5. Construct a feature vector $X^j$ using the modal parameters derived from the numerical model.

6. Add the pair of vectors $(X^j, Y^j)$ to the database, set $j = j + 1$ and go to step 3.

The damage scenarios used to construct the database consist of panels with circular-shaped debonded regions at one of the 117 points that are depicted in Figure 6b. Debonding is restricted to the skin that is measured during experiments. For each of the 117 points, thirteen debonded radius between 0.01 m and 0.07 m are considered (i.e. 0.01, 0.015, . . ., 0.065, 0.07) resulting in 1521 pairs of vectors in the database. The next subsections describe how the observation and feature vectors are built.
5.1. Observation Vector

Damage is modeled by circular-shaped debonded regions centered at some of the 117 points that are shown in Figure 6b. The $j$th observation vector is $Y^j = [Y^j_1, Y^j_2, \ldots, Y^j_{117}]^T$, where the value $Y^j_i > 0$ implies a debonded region that extends to a $Y^j_i$ radius from the $i$th point. Figure 9 illustrates an example of an observation vector $Y^j$ that represents a damage scenario with two debonded regions centered at points $r$ and $s$.

**Figure 9.** Example of an observation vector $Y^j$ that represents a damage scenario with two debonded regions.

\[
Y^j = \begin{bmatrix}
y^j_1 \\
y^j_2 \\
\vdots \\
y^j_{r-1} \\
y^j_r \\
y^j_{r+1} \\
\vdots \\
y^j_{s-1} \\
y^j_s \\
y^j_{s+1} \\
\vdots \\
y^j_{117}
\end{bmatrix}_{117 \times 1}
\]

5.2. Feature Vector

The first six global mode shapes and natural frequencies that are shown in Figure 7 are used to build the feature vectors. The $j$th feature vector $X^j$ contains the experimental changes in the natural frequencies and mode shapes with respect to the intact case:

\[
X^j = \begin{bmatrix}
\frac{(\omega^D - \omega^U)}{\omega^U} \\
\sum_j (\phi^D_j - \phi^U_j)^2 \\
\max \left( \sum_j (\phi^D_j - \phi^U_j)^2 \right)
\end{bmatrix}_{123 \times 1}
\]

where $\omega$ represents a vector that contains the natural frequencies and $\phi_j$ represents the $i$th mode shape vector. The superscripts $D$ and $U$ refer to damaged and undamaged, respectively. The vector of the mode shape changes is normalized with respect to its maximum value to reduce the difference between the numerical and experimental results. This difference is expected because the numerical model does not contain contact conditions whereas the experimental model does.

Since each mode shape is a vector of dimension 117 $\times$ 1 and each vector of natural frequencies has dimension 6 $\times$ 1, the feature vectors have dimension 123 $\times$ 1. A disadvantage of high-dimensional feature
spaces, as the present case, is that points that are scattered in those spaces are usually far from each other. Thus, neighborhood methods that are based purely on distance become less useful. Nevertheless, Gupta [26] showed that the linear approximation with maximum entropy is more suited than standard neighborhood methods for three and higher dimension feature spaces.

6. Damage Assessment Results

The algorithm is tested for the three experimental damage scenarios shown in Figure 10. The first case has a debonded region centered at point 59 (the centre of the panel), the second case has a debonded region centered nearby points 30, 31, 39 and 40, and the third case has a debonded region centered nearby points 31, 32, 40, 41. The radius for the three debonded regions are 0.038 m, 0.039 m and 0.045 m respectively. Debonding was introduced into the experimental panels by purposely leaving circular areas without adhesive as shown in Figure 5a.

**Figure 10.** Experimental damage scenarios introduced to the panel; debonded regions are enclosed by circles.

The results of the max-ent linear approximation algorithm are compared with those obtained by solving the nonnegative least-squares problem posed in Equation (2). The procedure to assess the experimental damage using both approaches is implemented as follows:

1. Perform an experimental modal analysis of the damaged panel and identify the first six global mode shapes and natural frequencies.

2. Construct the feature test point \( X \) using Equation (12).

3. Read the feature vectors in the database.

Max-ent
(a) Select parameter $\beta_i$ in the Gaussian prior given in Equation (7), so that $k$ neighbors contribute to the solution.
(b) Solve the system of nonlinear equations presented in Equation (10).
(c) Compute the weight functions from Equation (8).

Nonnegative least-squares
(a) Select the $k$ closest neighbors.
(b) Build the matrices $A$ and $b$ in Equation (2).
(c) Compute the weights using the Matlab function `lsqnonneg`.

(5) Read the observation vectors in the database and estimate the experimental damage from (3).

Both methods use the ten closest neighbors to the test point. The time needed to solve the linear approximation problem (stages 4 and 5 above) is 0.7 and 0.03 seconds for the max-ent and nonnegative least-squares approaches, respectively. Table 3 details the running time of both algorithms. It is clear that a more efficient method to select the parameter $\beta_i$ could greatly reduce the computational time of the max-ent approach. Nevertheless, it should be noted that both algorithms can reach a solution in less than a second, which can be considered real-time for structural damage assessment problems. Other algorithms such as parallel genetic algorithms can take between 1000 and 10000 seconds to solve a similar problem [12].

<table>
<thead>
<tr>
<th>Stage</th>
<th>Max-ent Time (s)</th>
<th>Nonnegative least-squares Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 (a)</td>
<td>$5.91 \times 10^{-1}$</td>
<td>$4.30 \times 10^{-3}$</td>
</tr>
<tr>
<td>(b)</td>
<td>$9.89 \times 10^{-2}$</td>
<td>$1.24 \times 10^{-4}$</td>
</tr>
<tr>
<td>(c)</td>
<td>$1.00 \times 10^{-2}$</td>
<td>$2.90 \times 10^{-3}$</td>
</tr>
<tr>
<td>5</td>
<td>$8.7 \times 10^{-5}$</td>
<td>$8.7 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Figures 11, 12 and 13 present the damage assessment results. In these figures, the black zones indicate the detected damage, where each pixel represents a debonded spring. The actual damage introduced into the panel is depicted by a circle. In the three cases, the max-ent approach identifies debonded regions that are closer to the actual damage than those identified by the least-squares method. In the first case, the centre of the experimental damage matches one of the 117 predefined locations. Thus, the max-ent algorithm is able to detect the exact location of the debonded region. However, when the actual centre of the damage does not match one of the 117 locations, as in the second and third cases, the algorithm detects the damage at a location that is close to the actual location but not at the exact location.
Figure 11. Damage assessment results for the first damage scenario.

(a) Max-ent  
(b) Nonnegative least-squares

Figure 12. Damage assessment results for the second damage scenario.

(a) Max-ent  
(b) Nonnegative least-squares
7. Conclusions and Further Research

This article presented a new methodology to identify debonded regions in aluminum honeycomb panels using a linear approximation method handled by a statistical inference model based on the maximum-entropy principle. The algorithm was validated using experimental data from an aluminum honeycomb panel subjected to different damage scenarios.

The honeycomb panels were modeled with finite elements using a simplified three-layer shell model. The adhesive layer between the skin and core was modeled using linear springs with the rigidity being reduced at debonded locations. This numerical model predicted the first six modes of the undamaged and damaged panels with reasonable accuracy. Nevertheless, the numerical model can be improved by using higher order shear approximations.

In the three experimental cases, the linear approximation using the max-ent technique was successful in assessing the experimental damage. The detected damage closely corresponds with the experimental damage in all cases. In addition, the damage state of the panels is assessed in less than one second thereby providing the possibility of real-time damage assessment.

The results show that the proposed algorithm can assess debonded regions with sizes between 0.038 m and 0.045 m. It would be useful to establish the minimum size that can be detected with confidence. This value largely depends on the sensitivity of mode shapes and natural frequencies to damage and on the level of experimental variability.
The proposed damage assessment algorithm provides only two options for a spring in the adhesive layer: either healthy or debonded. This can be improved by setting the output for each spring as a number associated with a debonding probability that ranges from 0 to 1.

Lastly, further research is needed to adapt this algorithm to cases with multiple debonded regions and to test its performance in more realistic configurations than a free plate.
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