Measuring the Complexity of Self-Organizing Traffic Lights
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Abstract: We apply measures of complexity, emergence, and self-organization to an urban traffic model for comparing a traditional traffic-light coordination method with a self-organizing method in two scenarios: cyclic boundaries and non-orientable boundaries. We show that the measures are useful to identify and characterize different dynamical phases. It becomes clear that different operation regimes are required for different traffic demands. Thus, not only is traffic a non-stationary problem, requiring controllers to adapt constantly; controllers must also change drastically the complexity of their behavior depending on the demand. Based on our measures and extending Ashby’s law of requisite variety, we can say that the self-organizing method achieves an adaptability level comparable to that of a living system.
Keywords: self-organization; complexity; emergence; information; traffic; cellular automata; adaptation; autopoiesis

1. Introduction

We live in an increasingly urbanized world [1–3]. Cities offer several advantages and thus attract dwellers [4–6]. This growth, however, also generates problems for which we do not have a clear solution. One of these problems is inefficient mobility [7], which is influenced by several factors ([8], pp. 404–405). Efficient traffic light coordination is related to some of these factors, as mobility capacity can be increased by changes in infrastructure and technology.

Given its inherent complexity, traffic varies constantly [9], as vehicles, citizens, and traffic lights interact. As many urban problems, traffic is non-stationary [10]. For this reason, several adaptive approaches to traffic light coordination have been proposed [11–22]. Some of these approaches have shown considerable improvements over static methods, which is understandable due to the non-stationary nature of the problem. Certain proposals can be described as using self-organization to achieve traffic light coordination. A question remains: how should self-organization be guided to achieve efficient traffic flow? This can be explored under the nascent field of guided self-organization [23–26].

Non-stationary problems change constantly. Which should be their desired regime? Would this also change? How can these be measured? We explore these questions in the context of traffic light coordination, applying recently proposed measures of complexity, emergence and self-organization based on information theory [27]. These measures, being simple and general, give insights on the underlying properties of the traffic light controllers, in a similar way as temperature gives an insight on the kinetic energy of molecules.

In the next section, we present our working framework: a city traffic model, the traffic light coordination methods compared, and the proposed measures. The city traffic model is based on elementary cellular automata, allowing us to detect precisely several phase transitions. The traffic light coordination methods studied are “green-wave” and “self-organizing”. The former attempts to optimize expected flows and is used in many cities. The latter has been recently proposed and adapts to immediate traffic demands. The measures are based on information theory and aim at being general and simple. Results of applying our measures to both traffic light coordination methods in our city traffic model follow under different boundary conditions: cyclic and non-orientable. The discussion focuses on the usefulness of our measures and the insights they give in the system studied. A future work section outlines possible improvements, refinements and extensions. Conclusions close the paper. Appendixes include axioms of the proposed measures, details of how data is processed, and preliminary results using a realistic open source traffic simulator.
2. Methods

We performed our study on a simulation developed in NetLogo [28], available at[29] including its source code. In the next subsections, we present our traffic model, the traffic light coordination methods compared, and the novel measures used on them.

2.1. Traffic Model

We used a previously proposed city traffic model [30] based on elementary cellular automata [31,32]. This is an abstract model (deterministic, time and space are discrete, velocity is either one or zero, acceleration is infinite) allowing to identify clearly different dynamical phases. The purpose of this model is not predictive, but descriptive [30].

Each street is represented as an elementary cellular automaton (ECA), coupled at intersections. Each ECA contains a number of cells which can take values of zero (empty) or one (vehicle). The state of cells is updated synchronously taking into consideration their previous state and the previous state of their closest neighbors. Most cells simply allow a vehicle to advance if there is a free space ahead. This behavior is modeled with ECA rule 184, which is one of the simplest highway traffic models (See Table 1). ECA 184 models vehicles moving to the right. Other directions are obtained by changing the positions of neighbors while using the same rule. At intersections, two other rules are used. Before a red light, vehicles do not advance, modeled with ECA rule 252. After a red light, crossing vehicles should not enter the street, modeled with ECA rule 136. The street with the green light uses only ECA rule 184. The intersection cells change neighbourhood to cells on the street with the green light, as shown in Figure 1.

<table>
<thead>
<tr>
<th>$t - 1$</th>
<th>$t_{184}$</th>
<th>$t_{252}$</th>
<th>$t_{136}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>001</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>010</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>011</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>101</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>110</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

This city traffic model is conservative, i.e., the density of vehicles $\rho$ (proportion of cells with a value of one) is constant in time. It is straightforward to extend such a model to an hexagonal grid, allowing for more complex intersections [33].
The average velocity $v$ is simple to calculate: it is given by the number of cells that changed from zero to one (movement occurred between time $t$ and $t+1$) divided by the total number of vehicles (cells with one). $v = 0$ if no vehicle moves, while $v = 1$ when all vehicles are moving.

Flow $J$ is defined as the velocity $v$ multiplied by the density $\rho$, i.e., $J = v \cdot \rho$. $J = 0$ when there is no flow: either there are no vehicles in the simulation ($\rho = 0$) or all vehicles are stopped ($v = 0$). A maximum $J$ occurs when all intersections are being crossed by vehicles. In the studied scenarios, $J_{\text{max}} = 0.25$. This is because, for a single street (ECA rule 184), vehicles need a space to advance, limiting $J_{\text{max}} = 0.5$. However, when two streets intersect, one of them has to stop while the other flows, halving $J_{\text{max}}$ to 0.25.

Figure 1. ECA rules used in city traffic model as traffic lights switch [30].

Theoretically, the optimum $v$ and $J$ for a given $\rho$ in a traffic light coordination problem should be the same as optimal $v$ and $J$ for isolated intersections, i.e., an upper limit. This implies that each intersection interacting with its neighbors is as efficient as one without interactions. This can be shown with optimality curves (defined as the best possible performance for an isolated intersection for different densities minus the actual performance of the traffic system [33]), visually and analytically comparing results of different methods with theoretical optima.

Non-Orientable Boundaries

Our previous studies have assumed cyclic boundaries, as is usual with ECA. However, this can lead to a quick stabilization of the system for certain densities, as vehicle trajectories become repetitive (assuming no turning probabilities, the model is deterministic). Following a suggestion by Masahiro Kanai [34], we changed the boundary conditions to be non-orientable (as in a Möbius strip or a Klein bottle), maintaining incoming vehicle distributions, constant density, and determinism but in practice destroying the correlations that were formed with cyclic boundaries.

Kanai [34] studied an isolated intersection, also using ECA. Instead of having two cyclic ECA, he used a single self-intersecting ECA where vehicles exiting on the east enter from the north and vehicles exiting
on the south enter from the west. Using a similar approach, changing the boundaries we transformed a

ten-by-ten street scenario (20 cyclic streets with 100 intersections) to a single street self-intersecting 100
times. An example of this change of boundaries is shown in Figure 2.

Figure 2. Cyclic and non-orientable boundaries of a four-by-four street grid.

2.2. Traffic Light Coordination

The problem of coordinating traffic lights is EXPTIME-complete [35]. This implies that optimization

for large traffic networks is unfeasible. Moreover, the precise traffic conditions change constantly (each
cycle a different number of vehicles arrive at each intersection), so the problem is non-stationary. Even
if we find an optimal solution, this will become obsolete in seconds. Thus, an alternative to optimization
becomes adaptation, being self-organization a useful method for building adaptive systems [36].

In this work, we compare a traditional method which tries to optimize expected flows with a
self-organizing method. These are described in detail in [38] and have been replicated in a parallel
implementation, also available with source code at [37].

2.2.1. Green-Wave Method

Many cities employ the “green-wave” method to coordinate traffic lights [39]. Traffic lights have the
same period and the phase (offset) is adjusted so that green lights switch at the expected velocity of
vehicles. In this way, once vehicles get a green light, they should not get any red light. This is better than
having no coordination. However, due to mathematical constraints, at most two directions can have a
green-wave at the same time. Thus, vehicles driving in the opposite direction find anti-correlated phases
and have high waiting times, leading to long queue formation already for medium densities. Moreover,
if the vehicles do not go at the expected velocity (as it is the case when densities change), then vehicles
will not be able to go at the speed of the green-wave and will have to stop.
In [38] we studied the green-wave method in the traffic model described in the previous subsection. We found only two dynamical phases: intermittent (some vehicles stop, some move) and gridlock (all vehicles are stopped).

2.2.2. Self-Organizing Method

We have proposed and refined a self-organizing method for traffic light coordination where each intersection follows simple local rules, reaching close to optimal global coordination [22,33,38,40]. The algorithm follows six simple rules, listed in Table 2. Rules with higher numbers override rules with lower numbers, e.g., rule 4 overrides rule 1.

**Table 2.** Six rules of the self-organizing method [38]. Inset: Schematic of an intersection, indicating distances $d$, $r$, and $e$ used.

1. On every tick, add to a counter the number of vehicles approaching or waiting at a red light within distance $d$. When this counter exceeds a threshold $n$, switch the light. Whenever the light switches, reset the counter to zero.
2. Lights must remain green for a minimum time $u$.
3. If a few vehicles ($m$ or fewer, but more than zero) are left to cross a green light at a short distance $r$, do not switch the light.
4. If no vehicle is approaching a green light within a distance $d$, and at least one vehicle is approaching the red light within a distance $d$, then switch the light.
5. If there is a vehicle stopped in the street a short distance $e$ beyond a green traffic light, then switch the light.
6. If there are vehicles stopped on both directions at a short distance $e$ beyond the intersection, then switch both lights to red. Once one of the directions is free, restore the green light in that direction.

Rule 1 gives preference to streets with higher demand (few vehicles wait more than several) and promotes the formation of platoons (few vehicles waiting may be joined by more to form larger groups, which reaching further intersections can trigger the green light before decreasing their speed). Rule 2 maintains a minimum green time to prevent fast switching of traffic lights in high densities. Rule 3 maintains platoons together, although allowing the splitting of large platoons. Rule 4 is useful for low densities, allowing few vehicles to trigger a green light if there is no vehicle approaching the current green. Rules 5 and 6 are useful for high densities, switching lights to red if there are cars stopped
downstream of the intersection, preventing its blockage. The pseudocode of the algorithm extended for multiple directions can be found in [33].

In [38] we found seven dynamical phases of the self-organizing method in our traffic model (with cyclic boundaries) as the density $\rho$ increases: free-flow (no vehicle stops, $v = 1$), quasi-free-flow (almost no vehicle stops), underutilized-intermittent (some vehicles stop, intersections do not reach maximum flow $J_{\text{max}}$), full-capacity-intermittent (some vehicles stop, $J_{\text{max}}$ i.e., all intersections have vehicles using them always), overutilized-intermittent (some vehicles stop, intersections have to restrict both streams to prevent blockages using rule 6), quasi-gridlock (almost all vehicles are stopped, but “platoons” of spaces form and move in the direction opposite of streets), and gridlock (all vehicles are stopped, i.e., $v = 0$, as intersections get blocked from initial conditions). Their respective phase transitions occur approximately at $\rho$ values of 0.15, 0.22, 0.38, 0.63, 0.77, and 0.95.

2.3. Measures

We recently proposed measures of emergence, self-organization, and complexity based on information theory in [41] and refined them and based them on axioms in [27]. These axioms are included in Appendix A.1 for quick reference. There are no agreed definitions—or even notions—of complexity, emergence, or self-organization. The ones we have proposed aim at being most general and most simple, with the possibility of containing other measures and definitions as special cases.

The concept of emergence has been controversial for centuries (for a comprehensive overview, see [42]). Many notions of emergence are compatible with the idea of describing emergence as novelty (between scales, in time, or within a process). There is a well-studied equation which measures novelty. Shannon defined a measure of information [43], equivalent to Boltzmann’s entropy, depending of the probabilities $p_i$ for all $i$ symbols in a finite alphabet:

$$I = -K \sum_{i=1}^{n} p_i \log p_i,$$

where $K$ is a positive constant. In this work, we consider the log in Equation 1 to be of base two.

In its most general form, emergence can be understood as information produced by a process or system [27]. As Shannon’s information already measures this, we defined

$$E = I.$$  

Minimum $E = 0$ is given for regular, predictable strings (no new information produced), while maximum $E = 1$ is given for irregular, pseudorandom strings (each symbol is new information). To bound $E$ to the interval $[0, 1]$ we simply consider

$$K = \frac{1}{\log_2 b},$$

where $b$ is the base used, i.e., the length of the alphabet (possible symbols which can occur in a string). For example, if $b = 2$, then Equation (1) can be rewritten as:

$$I = -(p_0 \log_2 p_0 + p_1 \log_2 p_1),$$
since $K = 1$. In this work, we use base ten, i.e., $b = 10$ (See Appendix A.2 for details). In our experience, a slight change of $b$ does not affect qualitatively the measures.

Having the same equation to measure emergence, information, and entropy could be questioned. However, different phenomena such as gravity and electrostatic force are also described with the same equation. Still, this does not mean that gravitation and charge are the same. In the same fashion, there are differences between emergence, information, and entropy, which depend more on their usage and interpretation than on the equation describing them. Thus, it is justified to use the same expression to measure different phenomena.

For example, in cellular automata, it is considered that patterns such as gliders (spatial dynamic structures) are emergent [44]. In previous work [41], we showed that elementary cellular automata with gliders have higher $E$ than those which produce static patterns (ordered dynamics). Also, gliders can be seen as “more information” in Shannon’s sense than static patterns. But chaotic patterns have an even higher $E$. This is analogous to Boltzmann’s entropy—also equivalent to Equation (1)—as equal probabilities of symbols imply more possible microstates, leading to higher entropy and information ([45], Ch. 3), and thus emergence.

Self-organization, just like emergence, has many notions, definitions, and measures. In its most general form, it can be seen as a reduction of entropy [46].

Since $E$ is analogous to Boltzmann’s entropy, we define

$$S = 1 - E = 1 - I,$$

which satisfies the axioms listed in Appendix A.1. With this measure of self-organization, static patterns have the highest $S$, i.e., lowest entropy. Living systems have to reduce thermodynamic entropy to maintain themselves, which has been described with the concept of self-organization [47].

It might seem counterintuitive to define self-organization as the opposite of emergence, being both properties of complex systems. However, when taken to their limits, emergence is maximal in chaotic systems ($E = 1, S = 0$) and self-organization is maximal in static (ordered) systems ($S = 1, E = 0$). It is when these are balanced that we can have complexity. Following López-Ruiz et al. [48], we define

$$C = 4 \cdot E \cdot S = 4 \cdot I \cdot (1 - I),$$

where the 4 is included as a normalizing constant, bounding $C$ to $[0, 1]$.

Historically, Shannon defined information as entropy [43] (equivalent to our $E$), while Wiener [49] and von Bertalanffy [50] defined information as its opposite, negentropy (equivalent to our $S$). Our measure of complexity $C$ reconciles these two opposing views, as a balance between order and chaos is maximal with a high $C$. Dynamical systems such, cellular automata [51], random Boolean networks [47,52,53], and Ising models [54] have a maximal $C$ in the region their dynamics are considered most complex [41]. Since living systems also require a balance between adaptivity ($E$) and stability ($S$) [47,55], $C$ can be used to characterize living systems, especially when comparing their $C$ with that of their environment [27]. If we want artificial systems to exhibit the properties of living systems [8,56,57], then these should also have a high $C$ compared with that of their environment.

In this work, we measure the $E$, $S$, and $C$ of three different time series: of switching intervals, of vehicle intervals at an intersection, and of vehicle intervals at a street. These series measure the
time between light switches or between vehicles crossing a point. If these are completely regular, then \( E = C = 0 \) and \( S = 1 \). If these were maximally chaotic, then \( S = C = 0 \) and \( E = 1 \). Complex patterns are indicated by high \( C \) values.

3. Results

Results in this section were obtained simulating a ten-by-ten street grid, each equidistant street representing 800m, i.e., 80 m per block. A cell represents 5 m (the distance between the front ends of stopped vehicles), and a time step one third of a second. Thus, \( v = 1 \) represents 54 km/h.

Simulations were performed for one hundred densities \( \rho \) between 0.01 and 1, fifty runs per density value (5000 runs total with random initial conditions). Standard deviations are shown in figures, although these were minimal, except for some regions near phase transitions. Each run consisted of ten thousand time steps, of which only the second half were considered for generating the statistics.

All figures in the Results and Discussion sections show phase transitions of the self-organizing method for the cyclic boundary scenario with vertical dotted lines for comparison. Preliminary results of a more realistic simulation are presented in Appendix A.3.

3.1. Cyclic Boundaries

As reported in [38], the performance—based on \( v \) and \( J \)—of the self-organizing method is superior to the green-wave method for all densities, as it can be seen in Figure 3. Here we include optimality curves [33], showing that the self-organizing method achieves or reaches a performance close to the theoretical optimum for a given density. The full-capacity-intermittent phase is optimal by definition, as well as the free-flow phase. Small improvements can still be made in the underutilized and overutilized phases, as well as the quasi-gridlock and gridlock phases.

**Figure 3.** Results for cyclic boundaries: average velocity \( v \) and average flux \( J \) for different densities \( \rho \). Optimality curves shown with dashed black lines. Phase transitions of the self-organizing method are indicated with vertical dotted lines.
It can be seen that the self-organizing method goes above the optimality curve in the full-capacity- intermittent phase \( J > J_{\text{max}} = 0.25 \), see Section 2.1). This is an artifact of the traffic model, because it allows a vehicle of a street which just got a green light to advance without leaving a space between it and the last vehicle on the street which just got a red light.

Figure 4 shows results of measures for switching intervals of intersections.

**Figure 4.** Results for cyclic boundaries: \( E, S, \) and \( C \) of switching intervals for different densities \( \rho \).

Since the green-wave method has periodic cycles, for their switching \( E = C = 0 \) and \( S = 1 \). Note that our \( S \) measure does not distinguish whether the organization is internal (self-) or external, as it is the case for this method which depends on a central controller. Having extreme \( S = 1 \), it cannot adapt to changes in traffic flow. It might seem paradoxical that the green-wave method has a higher \( S \) for several densities than the self-organizing method. Given the generality and simplicity of \( S \), as just mentioned, it cannot distinguish between a self-organized system (e.g., by an external controller) and a self-organizing system, which adapts constantly to changing demands. This is similar to temperature, which does not indicate whether heat is generated internally or externally of the system being studied, but is useful nevertheless. \( S \), as any measure, has to be interpreted properly in a specific context to be useful.

The self-organizing method adapts constantly to changes in demand, as it can be seen from the measures variation for different densities. The switching is most irregular (greatest \( E \), lowest \( S \)) in the quasi-free-flow and quasi-gridlock phases, while it achieves a regular switching (minimal \( E \) and \( C \), maximal \( S \)) for the full-capacity-intermittent phase, as there is always demand to be served from all directions. \( C \) is high for all phases but full-capacity-intermittent and gridlock, exhibiting similar measures as the green-wave method for these two phases.
Figure 5. Results for cyclic boundaries: \( E, S, \) and \( C \) of vehicle intervals at an intersection for different densities \( \rho \).

The measures of vehicles crossing at an intersection, as seen in Figure 5, are similar for the full-capacity-intermittent and gridlock phases, as there are either vehicles constantly crossing the intersection (there is a space between moving vehicles, so the intervals are constantly two time steps) or no vehicles moving (gridlock). \( E \) and \( C \) are high for low densities for both methods, and these become more regular (\( S \) increases) with \( \rho \) until reaching a maximum in the full-capacity-intermittent phase for the self-organizing method and the gridlock phase in the green-wave method. The self-organizing method increases again \( E \) and \( C \) until the quasi-gridlock phase, as vehicle crossings become less regular and “space platoons” are formed, only to decrease again towards the gridlock phase.

Figure 6. Results for cyclic boundaries: \( E, S, \) and \( C \) of vehicle intervals at a street for different densities \( \rho \).

Vehicle intervals are measured at different street locations (not intersections) chosen randomly each run. These measures are similar to those from intersections described above, although they reach maximum \( S = 1 \) only for the gridlock phase. There seems to be a minimum \( E \approx 0.2 \) for the full-capacity-intermittent phase. Long platoons are formed, so most crossing intervals are two time steps. However, between two platoons there are long spaces which imply a single long interval between the last vehicle of a platoon and the first one of the next platoon, giving a lower bound to the irregularity of the time series. Notice that \( C \) is high for all phases except gridlock, for both methods, i.e., urban traffic flow is complex. Nevertheless, differences can be clearly identified between some phases of the
self-organizing method. In other words, the dynamical phase can have a direct impact on $E$, $S$, and $C$, which potentially could also be used to identify dynamical phases in more realistic traffic models, where transitions are not as crisp as in ours and thus could be difficult to identify.

3.2. Non-Orientable Boundaries

We performed similar simulations as the ones described in the previous subsection but with non-orientable boundaries. Results for $v$ and $J$ are shown in Figure 7, which indicates with dotted lines the phase transitions of the self-organizing method for the cyclic boundaries scenario for comparison.

Compared to the cyclic boundaries scenario, the green-wave method has a lower $v$ for its intermittent phase and transitions into the gridlock phase at a lower density.

**Figure 7.** Results for non-orientable boundaries: average velocity $v$ and average flux $J$ for different densities $\rho$. Optimality curves shown with dashed black lines.

For the self-organizing method, there is no free-flow phase, as this depends on the correlations formed by the looping platoons which are destroyed with the non-orientable boundaries. The transition between the quasi-free-flow and underutilized-intermittent phases occurs at a lower density. The full-capacity-intermittent phase is expanded for higher densities, transitioning later into the quasi-gridlock phase. The transition between the quasi-gridlock and gridlock phases occurs at a slightly lower density.

In general, the self-organizing method maintains itself at or near the optimality curves, showing that its performance is not strongly dependent on the boundary conditions studied here.

**Figure 8.** Results for non-orientable boundaries: $E$, $S$, and $C$ of switching intervals for different densities $\rho$. 
Figure 9. Results for non-orientable boundaries: $E$, $S$, and $C$ of vehicle intervals at an intersection for different densities $\rho$.

Figure 10. Results for non-orientable boundaries: $E$, $S$, and $C$ of vehicle intervals at a street for different densities $\rho$.

As for the measures of $E$, $S$, and $C$ for switching intervals (Figure 8), vehicle intervals at intersections (Figure 9) and vehicle intervals at streets (Figure 10), there are no qualitative differences for the same dynamical phases between the cyclic and non-orientable boundary conditions.

4. Discussion

$E$, $S$, and $C$ values reflect different operation schemes of traffic lights, which also impact the values obtained for vehicles. Changes in values of $C$, $S$, or $E$ can be used to detect phase transitions, as these can change radically for different phases. This detection can also be achieved with other measures, such as Fisher information [58]. However, it cannot be said whether a specific value of our measures is good or bad independently of density. There are traffic regimes where high regularity ($S$) of traffic lights is required to achieve optimal performance (full-capacity-intermittent phase), precisely when there is a regular traffic flow at the intersection. However, there are other regimes where a high adaptability ($C$) is necessary, precisely when the traffic demand is irregular. This reflects the non-stationary nature of urban systems [8], where no single solution is efficient for all situations, as these change constantly.

Not only do traffic lights have to adapt their duration at the seconds scale to match the scale at which traffic demand changes; traffic lights must also adapt their regime at the scale at which density
shifts from phase to phase. Extending Ashby’s law of requisite variety [59], it can be said that there is a requisite complexity [60] that a controller must have in order to cope with the complexity of the system it attempts to control ([27], p. 47). This is similar to the “matching complexity” proposed by [61]. Our self-organizing method seamlessly achieves this, giving insights on the requirements of other self-organizing systems which might be used for addressing non-stationary problems.

It might be possible to define measures which capture this requisite complexity and how it should match the complexity of the controlled/environment at different scales. One possibility can be with a measure of autopoiesis $A$ [27] which is defined as the ratio between the $C$ of a system (controller) and the $C$ of its environment (controlled). Further work is required in this direction, especially because in the self-organizing method, traffic lights control vehicles, but vehicles also control traffic lights to a certain degree.

As an initial exploration, we compared the $C$ ratio between the switching intervals with vehicle intervals at intersections to obtain $A$ for the self-organizing method, shown in Figures 11 and 12. Missing points are those where there is a division by zero. The green-wave method is not considered here, since $A = 0$ for all densities. This is because $C = 0$ for the switching intervals, as these are always regular. The switching $C$ is almost always greater than or equal to the $C$ of vehicles at intersections (not always at streets), leading to $A \geq 1$. The highest $A$ values occur close to the phase transitions bordering the full-capacity-intermittent phase. These regions require a complex switching, and the self-organizing method manages to achieve this to regulate vehicle flow. Figures 11 and 12 also include the difference between the optimality flow curve $J_{\text{max}}$ and the actual $J$ of the self-organizing method (defined as interference curve in [33]), to show where the method can still be improved. As mentioned previously, this is near the phase transitions between the quasi-free-flow and underutilized-intermittent phases and those around the quasi-gridlock phase. It could be speculated that to improve these regions $A$ should be further increased, either by augmenting the $C$ of the switching intervals or by decreasing the $C$ of the vehicle intervals. However, having already $A \geq 1$ suggests that the lack of optimality for the specific densities close to the three mentioned phase transitions is due to inherent constraints in the problem. We conjecture that to reach $J_{\text{max}}$ around $\rho = 0.25$ and $\rho = 0.75$, it is necessary to have a homogeneous demand on all streets, so as to prevent “idling” of some intersections due to some streets having densities different from these values, which do vary in our simulations as initial conditions are random. A similar reasoning can be made for the region around the quasi-gridlock to gridlock phase transition: In order to allow vehicles on a single street with very high $\rho > 0.95$ to have $J > 0$, initial conditions must be such that all of the intersecting streets must have a space available for the intersection and not others. This is highly unlikely for large grids with random initial conditions. Both constraints are dependent on the problem and beyond the traffic light coordination method.
**Figure 11.** A of self-organizing method (blue circles) for different densities $\rho$, compared with the $J$ interference curve (defined in [33] as the difference between optimality curve and simulation data, black solid line) for the cyclic boundaries scenario.

From this study, we can generalize the use of our measures for guiding self-organization of other systems. We have seen that a desired value of $C$ depends on the regime which a system requires. If the system benefits from high regularity, then a high $S$ should be sought. If randomness or chaos are desired, then a high $E$ can be covetable. If adaptation is needed, then a high $C$ is advisable. In a control system, from our initial explorations of $A$, a minimum required value of the $C$ of the controller will depend on the $C$ of the controlled.

**Figure 12.** A of self-organizing method (blue circles) for different densities $\rho$, compared with the $J$ interference curve (black solid line) for the non-orientable boundaries scenario. Notice different scales from Figure 11.
5. Future Work

The results presented in this paper are promising, but there are several points that should be further explored.

- The relationship between dynamical phases and measures should be studied in greater detail.
- The phase transitions in the non-orientable scenario can be further investigated, relating the performance measures such as $v$ and $J$ with the measures $C$, $E$, and $S$.
- We plan to perform similar studies with a more realistic traffic model [62], adapted to city traffic.
- Massive simulations with hundreds of streets and thousands of intersections are intended to better observe the dynamical phases and their transitions.
- We have calculated the optimality curves for $v$ and $J$. What would be the optimality curves for $C$, $S$ and $E$? These cannot be simply extrapolated from the $C$, $S$ and $E$ obtained for an optimal switching of an isolated intersection.
- Can our measures be used to guide the self-organization of traffic lights even closer towards optimality?
- Can our measures be used to guide the self-organization of other systems?

6. Conclusions

In this work we applied measures of emergence, self-organization, and complexity to an abstract city traffic model and compared two traffic light coordination methods. Varying boundary conditions yielded similar results. The measures reflect why the self-organizing method is much better than the green-wave method: for certain dynamical phases regular behavior is required, while for others adaptive, complex behavior is most efficient. The green-wave method by definition has only regular behavior, and thus is unable to adapt to constantly shifting demands. The self-organizing method has enough “requisite complexity” to cope with different behaviors required by changes in demand. Having an autopoiesis greater than one, it can be said that the self-organizing traffic lights have (computationally) the properties of a living system [27,60], which also require to have a greater $C$ than their environment. Still, there are some regions that are not optimal. Whether these can be reached with a different method or they are computationally unfeasible (and our method then would be optimal in practice) still has to be explored.

This work shows an example of the usefulness of our proposed measures to guide the self-organization of systems, which are being applied in other areas as well [63–65]. Since everything can be described as information [60], there is the potential of measuring $C$, $E$, and $S$ of every phenomena. Certainly, interpreting the meaning of a specific value at a particular scale is the real challenge.
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Appendix

A.1. Axioms

Further discussion and justification of these axioms can be found in [27].

Emergence has the same axioms as Shannon’s information. Quoting Shannon [43] (and replacing Shannon’s $H$ for $I$):

Suppose we have a set of possible events whose probabilities of occurrence are $p_1, p_2, \ldots, p_n$. These probabilities are known but that is all we know about the event that might occur. Can we find a measure of how much “choice” is involved in the selection of the event or how uncertain we are of the outcome? If there is such a measure, say $(p_1, p_2, \ldots, p_n)$ it is reasonable to require of it the following properties:

1. $I$ should be continuous in each $p_i$.
2. If all the $p_i$ are equal, $p_i = 1/n$, then $I$ should be a monotonic increasing function of $n$. With equally $n$ likely events there is more choice, or uncertainty, when there are more possible events.
3. If a choice be broken down into two successive choices, the original $I$ should be the weighted sum of the individual values of $I$.

with these few axioms, Shannon demonstrates that the only function $I$ satisfying the three above is Equation (1). Thus, a measure of emergence is also satisfied by this equation.

A measure of self-organization $S$ should be a function $S : \Sigma \rightarrow \mathbb{R}$ (where $\Sigma = \mathcal{A}^N$) with the following properties:

1. The range of $S$ is the real interval $[0, 1]$.
2. $S(X) = 1$ if and only if $X$ is deterministic, i.e., we know beforehand the value of the process.
3. $S(X) = 0$ if and only if $X$ has a uniform distribution, i.e., any state of the process is equally likely.
4. $S(X)$ has a negative correlation with emergence $E$.

It is straightforward to check that Equation (5) fulfills the axioms stated. Nevertheless it is not unique. However, it is the only affine (linear) function which fulfills the axioms. For simplicity, we propose the use of $5$ as a measure of self-organization.

The complexity function $C : \Sigma \rightarrow \mathbb{R}$ should have the following properties:
The range is the real interval \([0, 1]\).

2. \(C = 1\) if and only if \(S = E\).

3. \(C = 0\) if and only if \(S = 0\) or \(E = 0\).

It is natural to consider the product of \(S\) and \(I\) to satisfy the last two requirements. Again for simplicity, Equation (6) is proposed as a measure of complexity.

### A.2. Base transformation

For calculating \(E\), \(S\), and \(C\), data were transformed into base ten before using Equation (1). For a list of intervals (switching or vehicles), each point was mapped into one of ten bins which were defined by dividing equally the range between the maximum and minimum values.

For example, if the maximum value is 121 and the minimum value is 11, then all points between 11 and 21 are mapped to the symbol ‘0’, points between 22 and 32 are mapped to the symbol ‘1’, and so on until the bin between 111 and 121, corresponding to the symbol ‘9’.

### A.3. Results with a More Realistic Traffic Model

We present here preliminary results of simulations performed in SUMO (Simulation of Urban MOBility) [66], which implements Krause’s microscopic traffic model [67,68].

A grid of ten-by-ten streets was also used in this simulation. However, each street had two lanes with opposite directions. The distance between intersections was of 150 meters. The boundary conditions of these simulation were open. This is different from the ECA model, where density could be conserved. Each street was injected with traffic from the incoming lanes with a different rate of seconds between cars. The values in the simulations were from two to 40 s between vehicles, using only even numbers, and one car per second for the highest density achieved. This was performed eight times with 4000 cars in each simulation for each method. Since the number of cars was fixed, the total time for the simulations was different. For the higher densities, the duration was around 400 s and approximately 4000 s for the lower densities. The density was measured by the average number of cars in the simulation, between the exit of the first car from the network and the entrance of the last car to the network, divided by the maximum number of cars that could be in the network. High densities could not be reached because traffic in entry lanes does not allow more vehicles to flow to the central streets of the network. In future work, we will increase the density by starting the simulation with cars inside the network instead of only injecting traffic.

Results for velocity and flow are shown in Figure A1. Even when these results are limited, they confirm the ones we obtained with our ECA model. In this scenario, only the underutilized-intermittent dynamical phase was found for the self-organizing method. There are no free-flow or quasi-free-flow phases because vehicles exiting the simulation do not reenter, and thus platoons are not conserved. There is no full-capacity-intermittent phase because the SUMO’s method of injecting vehicles limits higher densities. The shape of the decrease in \(v\) and increase in \(J\) for the self-organizing method in this scenario is similar to the ones presented in Section 3, focusing only on the underutilized-intermittent phase, although the precise densities differ. For low densities, the self-organizing method achieves high velocities, even when entering vehicles have a Poisson distribution, which is changed quickly.
by traffic lights by promoting platoon formation. Velocities decrease as density increases. Velocities are less indicative for higher densities, as we could not obtain densities higher than $\rho = 0.23$ for the self-organizing method. This can be explained with Figure A1B, where the same values of flow $J$ are obtained with the self-organizing method for lower densities than those with the green-wave method. We speculate that we cannot obtain higher densities because there is a limitation of the flux in this scenario $J_{\text{max}} \approx 0.08$.

The green-wave method has only an intermittent phase, which offers almost the same $v$ for all densities. There is no gridlock phase because SUMO prevents intersections from being blocked (vehicles stop before the intersection—even if they have a green light—if they are unable to cross), a feature which is not realistic for cities such as Mexico.

Since the preliminary results presented in this Appendix correspond only to densities $0.2 \approx \rho \approx 0.4$ of our ECA results, we compare the obtained $E$, $S$, and $C$ with this density region only.

**Figure A1.** Results for SUMO: average velocity $v$ and average flux $J$ for different densities $\rho$.

Figure A2 shows measures of switching intervals. The results are similar to those obtained with the ECA model. The green-wave method has a fixed period, so $E = C = 0$ and $S = 1$ independently of $\rho$. The self-organizing method, being in the underutilized-intermittent dynamical phase, decreases its $E$ and increases its $S$ and $C$ (which is $C > 0.5$ for all densities). One point was obtained with $E = C = 0$ and $S = 1$, characteristic of the full-capacity-intermittent dynamical phase, indicating that the density limitations of this scenario are near the phase transition.
**Figure A2.** Results for SUMO: $E$, $S$, and $C$ of switching intervals for different densities $\rho$.

Measures of intervals of vehicles at an intersection are shown in Figure A3. For both methods, $E$ decreases and $S$ increases with density, consistent with the ECA results. $C$ also decreases with density, but the values are higher than those of the ECA scenarios. This is probably because in SUMO intersections handle four directions, while in ECA only two. The same observations just described apply for the measures of intervals of vehicles at streets, shown in Figure A4. $C$ is close to maximal for low densities for the self-organizing method, probably also because streets have two directions instead of one.

**Figure A3.** Results for SUMO: $E$, $S$, and $C$ of vehicle intervals at an intersection for different densities $\rho$. 
**Figure A4.** Results for SUMO: $E$, $S$, and $C$ of vehicle intervals at a street for different densities $\rho$.

Further work with SUMO will involve studying higher densities, calculating optimality curves, removing the blockage restriction, and evaluation in simulations based on real cities.
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