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Abstract: Conditional independence tests have received special attention lately in machine
learning and computational intelligence related literature as an important indicator of the
relationship among the variables used by their models. In the field of probabilistic graphical
models, which includes Bayesian network models, conditional independence tests are
especially important for the task of learning the probabilistic graphical model structure from
data. In this paper, we propose the full Bayesian significance test for tests of conditional
independence for discrete datasets. The full Bayesian significance test is a powerful
Bayesian test for precise hypothesis, as an alternative to the frequentist’s significance tests
(characterized by the calculation of the p-value).
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1. Introduction

Barlow and Pereira [1] discussed a graphical approach to conditional independence. A probabilistic
influence diagram is a directed acyclic graph (DAG) that helps model statistical problems. The graph is
composed of a set of nodes or vertices, which represent the variables, and a set of arcs joining the nodes,
which represent the dependence relationships shared by these variables.

The construction of this model helps us understand the problem and gives a good representation of
the interdependence of the implicated variables. The joint probability of these variables can be written as

a product of their conditional distributions, based on their independence and conditional independence.
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The interdependence of the variables [2] is sometimes unknown. In this case, the model structure
must be learned from data. Algorithms, such as the IC-algorithm (inferred causation) described in Pearl
and Verma [3], have been designed to uncover these structures from the data. This algorithm uses a
series of conditional independence tests (CI tests) to remove and direct the arcs, connecting the variables
in the model and returning a DAG that minimally (with the minimum number of parameters and without
loss of information) represents the variables in the problem.

The problem of constructing the DAG structures based on the data motivates the proposal of new
powerful statistical tests for the hypothesis of conditional independence, because the accuracy of the
structures learned is directly affected by the errors committed by these tests. Recently proposed structure
learning algorithms [4—6] indicate that the results of CI tests are the main source of errors.

In this paper, we propose the full Bayesian significance test (FBST) as a test of conditional
independence for discrete datasets. FBST is a powerful Bayesian test for a precise hypothesis and can
be used to learn the DAG structures based on the data as an alternative to the CI tests currently in use,
such as Pearson’s chi-squared test.

This paper is organized as follows. In Section 2, we review the FBST. In Section 3, we review the
FBST for the composite hypothesis. Section 4 gives an example of testing for conditional independence
that can be used to construct a simple model with three variables.

2. The Full Bayesian Significance Test

The full Bayesian significance test was presented by Pereira and Stern [7] as a coherent Bayesian
significance test for sharp hypotheses. In the FBST, the evidence for a precise hypothesis is computed.

This evidence is given by the complement of the probability of a credible set, called the tangent set,
which is a subset of the parameter space in which the posterior density of each of the elements is greater
than the maximum of the posterior density over the null hypothesis. This evidence is called the e-value,
ev(H), and has many desirable properties as a statistical support. For example, Borges and Stern [8]
described the following properties:

(1) provides a measure of significance for the hypothesis as a probability defined directly in the
original parameter space.

(2) provides a smooth measure of the significance, both continuous and differentiable, of the

hypothesis parameters.

(3) has an invariant geometric definition, independent of the particular parameterization of the null
hypothesis being tested or the particular coordinate system chosen for the parameter space.

(4) obeys the likelihood principle.
(5) requires no ad hoc artifice, such as an arbitrary initial belief ratio between hypotheses.

(6) is a possibilistic support function, where the support of a logical disjunction is the maximum
support among the support of the disjuncts.

(7) provides a consistent test for a given sharp hypothesis.
(8) provides compositionality operations in complex models.

(9) 1is an exact procedure, making no use of asymptotic approximations when computing the e-value.
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(10) allows the incorporation of previous experience or expert opinions via prior distributions.

Furthermore, FBST 1is an exact test, whereas tests, such as the one presented in
Geenens and Simar [9], are asymptotically correct. Therefore, the authors consider that a direct
comparison between FBST and such test is not relevant in the context of this paper; considering, as

future research, the comparison using small samples, in which case, FBST is still valid.
A more formal definition is given below.

Consider a model in a statistical space described by the triple, (=, A, ©), where = is the sample space,
A, the family of measurable subsets of = and © the parameter space (O is a subset of R").
Define a subset of the parameter space, T, (tangent set), where the posterior density (denoted by f)

of each element of this set is greater than ¢.

T, = {0 € O£.(0) > ¢} (1)

The credibility of T, is given by its posterior probability,

w= [ £~ [ fou, o, )

where 17, () is the indicator function.

1 ifoeT
1T<p (9) - .cp
0 otherwise
Defining the maximum of the posterior density over the null hypothesis as f;, with the maximum point
at 05,

0y € argmaxf, (0), and fr = f.(0"), ()
0cOg

and defining 7™ = T as the tangent set to the null hypothesis, Hy, the credibility of 7™ is x*.
The measure of the evidence for the null hypothesis (called the e-value), which is the complement of
the probability of the set 7™, is defined as follows:

Bo(y) =1=#" = 1= [ LO)1r- (@) as. @

If the probability of the set, 7™, is large, the null set falls within a region of low probability, and the
evidence is against the null hypothesis, [y. However, if the probability of 7™ is small, then the null set
is in a region of high probability, and the evidence supports the null hypothesis.

2.1. FBST: Example of Tangent Set

Figure 1 shows the tangent set for a null hypothesis Hy : p = 1, for the posterior distribution, f,,
given bellow, where p 1s the mean of a normal distribution and 7 is the precision (the inverse of the
variance 7 = =)

Fulpp, 7) o 7B TP 15T, (5)
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Figure 1. Example of a tangent set for the null hypothesis, Hy : ¢ = 1.0. In (a) and (b),
the posterior distribution, f,, is shown, with the red line representing the points in the null
hypothesis (1 = 1). In (¢), the contours of f, show that the points of maximum density in
the null hypothesis, 65, have a density of 0.1037 (f* = f (6§) = 0.1037). The tangent set,
T, of the null hypothesis, H, is the set of points inside the green contour line (points with
a density greater than f*), and the e-value of H is the complement of the integral of f,, as

bounded by the green contour line.
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3. FBST: Compositionality

The relationship between the credibility of a complex hypothesis, H, and its elementary constituent,
H;, 7 =1,...,k, under the full Bayesian significance test, was analyzed by Borges and Stern [8].

For a given set of independent parameters, (6,...,60;) € (©1 X ... x Of), a complex hypothesis,
H, can be given as follows:

H:0, €0 NGO AN...NO €O, (6)

where @f is a subset of the parameter space, ©;, for j = 1,...,k and is constrained to the hypothesis,

H, which can be decomposed into its elementary components (hypotheses):



Entropy 2014, 16 1380

Hl:Hle@{{
HQ:@QG@?

HkZQkE@kH

The credibility of H can be evaluated based on the credibility of these components. The evidence in
favor of the complex hypothesis, H (measured by its e-value), cannot be obtained directly from the
evidence in favor of the elementary components; instead, it must be based on their truth function, W’
(or cumulative surprise distribution), as defined below. For a given elementary component (/1;) of the
complex hypothesis, H, 67 is the point of maximum density of the posterior distribution (f;) that is

constrained to the subset of the parameter space defined by hypothesis H;:

0; € argmax f, (0;) and f} = f, (0}) . (7)

09j E@JH

The truth function, W, is the probability of the parameter subspace (region R;(v) of the parameter
space defined below), where the posterior density is lower than or equal to the value, v:

R;(v) ={6; € ©;f. (6;) < v},

Wj(v) = » )fa: (6;) db;. (8)

The evidence supporting the hypothesis, H;, is given as follows:
Ev(H;) = W;(f})- 9)

J

The evidence supporting the complex hypothesis can be then described in terms of the truth function of
its components as follows.

Given two independent variables, X and Y, if Z = XY, with cumulative distribution functions
Fz(2), Fx(z) and Fy(y), then:

Po(s) =Pi{Z <4 = PilX < 2/Y] = [ PriX < 2/ilfv()dy =
0
| EeGmndy = [ FeinFida). (10
0 0
Accordingly, we define a functional product for cumulative distribution functions, namely,

The same result concerning the product of non-negative random variables can be expressed by the Mellin
convolution of the probability density functions, as demonstrated by Kaplan and Lin [10], Springer [11]
and Williamson [12].

F202) = (fx % fy) () = / (W) fx(2/9) fr () dy (12)
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The evidence supporting the complex hypothesis can be then described as the Mellin convolution of
the truth function of its components:

Bo(H) =W, @Wa@ Wa®@...@ Wi (fi - £ fio o f1). (13)

The Mellin convolution of two truth functions, W; ® W5, is the distribution function; see Borges and
Stern [8]:

M®MMHm=Aﬂ%CZﬁ)%w» (14)

The Mellin convolution W7 ® W, gives the distribution function of the product of two independent

random variables, with distribution functions W7 and W5; see Kaplan and Lin [13] and Williamson [12].

Furthermore, the commutative and associative properties follow immediately for the Mellin convolution,

(Wl ®W2) ®W3 - W1 ® (Wz ®W3) = (W1 ®W3) ®W2 = W1 & (Wg ®W2). (15)

3.1. Mellin Convolution: Example

An example of a Mellin convolution to find the product of two random variables, Y7 and Y5, both of
which have a Log-normal distribution, is given below.
Assume Y] and Y5 to be continuous random variables, such that:

Vi~ (,of), Yo~ InN (p2,03) . (16)

We denote the cumulative distributions of Y; and Y5 by W, and W5, respectively, i.e.,

mwaﬁhWamwaﬁMWu (7)

where fy, and fy, are the density functions of Y; and Y5, respectively. These distributions can be written

as a function of two normally distributed random variables, X; and X:
In(Y1) =X; ~N (ul,af) ,
In(Y2) = Xo ~ N (p2,03) . (18)
We can confirm that the distribution of the product of these random variables (Y; - Y3) is also
Log-normal, using simple arithmetic operations:
Y =Xt and Y, = 2,
Vi Yy = et
In(Y; - Y2) = X1 + Xo ~ N (1 + p2, 07 + 03)
Yy Yo~ N (pn + po, 0f +03) . (19)

The cumulative density function of Y] - Y5 (Wi5(y12)) is defined as follows:
Y12

Wia(y12) = iy, (t)dt, (20)

—00
where fy, .y, is the density function of Y] - Y5.
In the next section, we show different numerical methods for use in the convolution and condensation

procedures, and we apply the results of these procedures to the example given here.
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3.2. Numerical Methods for Convolution and Condensation

Williamson and Downs [14] developed the idea of probabilistic arithmetics. They investigated
numerical procedures that allow for the computation of a distribution using arithmetic operations on
random variables by replacing basic arithmetic operations on numbers with arithmetic operations on
random variables. They demonstrated numerical methods for calculating the convolution of probability
distributions for a set of random variables.

The convolution for the multiplication of two random variables, X; and X, (Z = X; - X5), can be
written using their respective cumulative distribution functions, F'y, and Fy,:

Fy(z) = /0 Ry, (3) dFx o). 1)

The algorithm for the numerical calculation of the distribution of the product of two independent random
variables (Y7 and Y5), using their discretized marginal probability distributions (fy, and fy,) is shown in
Algorithm 1 (an algorithm for a discretization procedure is given by Williamson and Downs [14]). The
description of Algorithm 1 is given below.

(1) The algorithm has as inputs two discrete variables, Y; and Y5, as well as their respective
probabilistic density functions (pdf): fy, and fy,.

(2) The algorithm finds the products (Y; - Y and fy, - fy,), resulting in N? bins, if fy, and fy, each
have N bins.

(3) The values of Y; - Y, are sorted in increasing order.
(4) The values of fy, - fy, are sorted according to the order of Y; - Y5.
(5) The cumulative density function (cdf) of the product Y; - Y5 is found (it has N2 bins).

The numerical convolution of the two distributions with N bins, as described above, returns a
distribution with N2 bins. For a sequence of operations, such a large number of bins would be a problem,
because the result of each operation would be larger than the input for the operations. Therefore, the
authors have proposed a simple method for reducing the size of the output to /N bins without introducing
further error into the result. This operation is called condensation and returns the upper and lower
bounds of each of the N bins for the distribution resulting from the convolution. The algorithm for the

condensation process is shown in Algorithm 2. The description of Algorithm 2 is given below.
(1) The algorithm has as input a cdf with N2 bins.

(2) For each group of N bins (there are /N groups of N bins), the value of the cdf at the first bin is
taken as the lower bound, and the value of the cdf at the last bin is taken as the upper bound.

(3) The algorithm returns a cdf with NV bins, where each bin has a lower and an upper bound.
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Algorithm 1 Find the distribution of the product of two random variables.

1: procedure CONVOLUTION(Y?, Y2, fy;, fvy) > Discrete pdf of Y7 and Y5
2 f + array(0, size < n?) > f and W has n? bins
3 W « array(0, size + n?)
4 yly2 < array(0, size < n?) > keep Y7 * Y3
5: for i < 1,n do > f1 and f2 have n bins
6 for j < 1,ndo
7 fli=1) -n+j] < fnlil - frali]
s yly2[(i — 1) - n + 5] < Yi[i] * Yalj
9: end for
10: end for
11: sortedIdx <+ order(yly2) > find order of Y7 * Y5
12: [« flsortedIdz] > sort f according to Y7 * Y5
13: W1] < f[1]
14: for i < k,n? do > find cdf of Y7 - V>
15: W k] «+ f[k]
16: Wk] < WIk] + W[k — 1]
17: end for
18: return W > Discrete cdf of Y7 - Y5

19: end procedure

Algorithm 2 Find the upper lower bound for a cdf for condensation.

1: procedure HORIZONTALCONDENSATION(W) > Histogram of a cdf with n? bins
2 W' < array(0, size + n)

3 W« array(0, size < n)

4 fori < 1,ndo

5: Wi « W[(i —1) -n+1] > lower bound after condensation
6 Wu[i] < Wi - n] > upper bound after condensation
7 end for

8 return [Wl, W“] > Histograms with upper/lower bounds
9: end procedure

3.2.1. Vertical Condensation

Kaplan and Lin [13] proposed a vertical condensation procedure for discrete probability calculations,
where the condensation is done using the vertical axis, instead of the horizontal axis, as used by
Williamson and Downs [14].

The advantage of this approach is that it provides greater control over the representation of the
distribution; instead of selecting an interval of the domain of the cumulative distribution function (values
assumed by the random variable) as a bin, we select the interval from the range of the cumulative
distribution in [0, 1], which should be represented by each bin.
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In this case, it is also possible to focus on a specific region of the distribution. For example, if there is
a greater interest in the behavior of the tail of the distribution, the size of the bins can be reduced in this
region, consequently increasing the number of bins necessary to represent the tail of the distribution.

An example of such a convolution that is followed by a condensation procedure using both approaches
is given in Section 3.1. For this example, we used discretization and condensation procedures, with the
bins uniformly distributed over both axes. At the end of the condensation procedure, using the first
approach, the bins are uniformly distributed horizontally (over the sample space of the variable). For
the second approach, the bins of the cumulative probability distribution are uniformly distributed over
the vertical axis on the interval [0,1]. Algorithm 3 shows the condensation with the bins uniformly

distributed over the vertical axis.

Algorithm 3 Condensation with the bins vertically uniformly distributed.

1: procedure VERTICALCONDENSATION(W , f,x) > Histograms of a cdf and pdf, and breaks in the x-axis.
2 breaks < [1/n,2/n, ..., 1] > uniform breaks in y-axis
3 Wy, < array (0, size < n]
4 xy, <+ array (0, size < n|
5: lastbreak < 1

6 141

7 for all b € breaks do

8

9

w <+ first(W >b) > find break to create current bin
: if W[w] # b then > if the break is within a current bin
10: ratio < (b — Wiw — 1])/(Ww] — W[w — 1])
11: T li] 1/% (sum (flw — 1] - z[w — 1]) + ratio - flw] - z[w])
12: Wli—1]«b
13: Whyli] < b
14: fli — 1] < flw — 1] + ratio - flw]
15: fli] <+ (1 — ratio) - f[w]
16: else
17: Tplt]  z]w]
18: Whli] < Ww]
19: end if
20: lastbreak < b
21: 11+ 1
22: end for
23: return [W,,, z,,] > Histograms with upper/lower bounds

24: end procedure

Figure 2 shows the cumulative distribution functions of Y; and Y5 (Section 3.1) after they have
been discretized with bins uniformly distributed over both the x- and y-axes (horizontal and vertical
discretizations). Figure 3 shows an example of convolution followed by condensation (based on the
example in Section 3.1), using both the horizontal and vertical condensation procedures and the true

distribution of the product of two variables with Log-normal distributions.
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Figure 2. Example of different discretization methods for the representation of the cdf of
two random variables (Y7 and Y5) with Log-normal distributions. In (a) and (c¢), respectively,
the cdf of Y; and Y; are shown, with the bins uniformly distributed over the x-axis. In (b)
and (d), respectively, the cdf of Y; and Y, are shown, with the bins uniformly distributed

over the y-axis.

nnnHHHHHHWW _Emmnuuuluﬂﬂﬂllﬂlﬂ||ﬂ||ﬂwwm

041 051 071 09 11 129 149 168 188 207 227 246 266 049 062 069 078 087 095 105 114 124 139 1861

00 02 04 06 08 1.0
00 02 04 06 08 10

(a) W7: Horizontal discretization (b) W7y: Vertical discretization

mﬂmmﬂmﬂmm mﬂﬂumuullll|||||||||N|““‘W

143 149 182 215 248 281 315 348 381 414 447 17 204 212 23 247 266 285 3 317 348

00 02 04 06 08 1.0
00 02 04 06 08 10

(¢) W5: Horizontal discretization (d) Ws: Vertical discretization

Figure 3. Example of the convolution of two random variables (Y; and Y5) with Log-normal
distributions. The result of the convolution Y; ® Y5, followed by horizontal condensation
(bins uniformly distributed over the x-axis), is shown in (a), and the result of vertical
condensation (bins uniformly distributed over the y-axis) is shown in (b). The true
distribution of the product Y; - Y5 is shown in (¢) and (d), respectively, for the horizontal
and vertical discretization procedures.

Hﬂﬂﬂﬂﬂﬂﬂﬂ =::Duumunﬂﬂﬂﬂmﬂﬂmﬂwmﬂum W W
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(a) W1 ® W5: Horizontal discretization (b) W7 ® Wi Vertical discretization
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098 151 203 256 309 361 414 467 519 572 624 677 73 121 156 176 204 231 258 286 319 351 39 445 623

(¢) Y7 - Y5: Horizontal discretization (d) Y7 - Y5: Vertical discretization
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4. Test of Conditional Independence in Contingency Table Using FBST

We now apply the methods shown in the previous sections to find evidence of a complex null
hypothesis of conditional independence for discrete variables.

Given the discrete random variables, X, Y and Z, with X taking values on {1,...,k} and Y and Z
serving as categorical variables, the test for conditional independence Y 1l Z|X can be written as the

complex null hypothesis, H:
H: Y I ZIX=1AY L ZIX =2]A---A[Y 1L Z|X = k. (22)
The hypothesis, H, can be decomposed into its elementary components:

H Y 1 Z|X =1
Hy:Y I Z|X =2

He:Y UL Z|X =k

Note that the hypotheses, Hy, ..., Hy, are independent. For each value, z, taken by X, the values taken
by variables Y and Z are assumed to be random observations drawn from some distribution p(Y, Z| X =
x). Each of the elementary components is a hypothesis of independence in a contingency table. Table 1
shows the contingency table for Y and Z, which take values on {1,...,7} and {1,..., ¢}, respectively.

Table 1. Contingency table of Y and Z for X = z (hypothesis H); n,., is the count of
Y, Z] = [y, 2] when X = z.

=1 Z=2 --- Z=c¢
Y =1 N1z Ni2x Tt Nice
Y =2 N214 N22g s Nocx
Y =r Nrig Nyrog e Nyex

The test of the hypothesis, H,, can be set up using the multinomial distribution for the cell counts of

the contingency table and its natural conjugate prior, i.e., the Dirichlet distribution for the vector of the

parameters 0, = [0114, 6124, - - -, Ores)-
For a given array of hyperparameters a,, = [@114, - - - , Qeq]» the Dirichlet distribution is defined as:
r,C eayzz—l
zZT
f (O] an) = Z Uy H v : (23)
.z I (0vyzz)
The multinomial likelihood for the given contingency table, assuming the array of observations n, =
[M112, - - - Nrer) and the sum of the observations n_, = ZT C Nyzgs 18
”yzz
f(ngl6,) =n. 'H bys” (24)
nyz:c

Y,z
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The posterior distribution is thus a Dirichlet distribution, f,,(6,):
Y,z

Under hypothesis H,, we have Y 1l Z|X = x. In this case, the joint distribution is equal to the product
of the marginals: p(Y =y, Z =z|X =2) = p(Y =y|X =2)p(Z = 2| X = x). We can define this
condition using the array of parameters, 6. In this case, we have:

H, : Gyzz = e.zm : ey.:uvy’ < (26)
where 0 ., = Z; Nyze and Oy, = >0 0,y
The elementary components of hypothesis H are as follows:
Hl : eyzl = e.zl : 9y.17vy7 <
H2 : 9y22 = 6.z2 : 0y.27vy7 <

Hk : Qyzk = e.zk : 6y.k7vy7 z (27)

The point of maximum density of the posterior distribution that is constrained to the subset of the
parameter space defined by hypothesis H, can be estimated using the maximum a posteriori (MAP)
estimator under hypothesis , (the mode of parameters, ,,). The maximum density (f;) is the posterior
density evaluated at this point.

H
. ny;;—i—aym—l

VR onte o — -

and f; = fn(07), (28)

where 6% = [07,,,...,0".].

» Y rcx

The evidence supporting /,, can be written in terms of the truth function, W,, as defined in Section 3:

Rx(f) = {990 S @x‘fx (996) < f}7
Wa(f) = / fu (0) dB; o / H%‘g;”*”y“*d&x. (29)
«(f) 2 (f) "y 2

The evidence supporting H,, is:

Ev(H,) =W, (fr). (30)

T

Finally, the evidence supporting the hypothesis of conditional independence (/) is given by the
convolution of the truth functions that are evaluated at the product of the points of maximum posterior
density, for each component of hypothesis :

Eo(H) =W @Wa® ... 0 W (fi- f-. .- 7). 31)

The e-value for hypothesis H can be found using modern mathematical integration methods. An example
is given in the next section, using the numerical convolution, followed by the condensation procedures
described in Section 3.2. Applying the horizontal condensation method results in an interval for the
e-value (found using the lower and upper bounds resulting from the condensation process) and in a

single value for the vertical procedure.
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4.1. Example of CI Test Using FBST

In this section, we describe an example of the CI test using the full Bayesian significance test for
conditional independence using samples from two different models. For both models, we test whether
the variable, Y, is conditionally independent of Z given X.

Two probabilistic graphical models (M; and M) are shown in Figure 4, where the three variables,
X, Y and Z, assume values in {1, 2, 3}. In the first model (Figure 4a), the hypothesis of independence

conditional probability distribution tables (CPTs) used to generate the samples are given in Appendix.

Figure 4. Simple probabilistic graphical models. (a) Model M;, where Y is conditionally
independent of Z given X; (b) Model M,, where Y is not conditionally independent of 7

CxD CxD
A, 0’0

@M, :Y U Z|X (b) My : Y I Z|X

given X.

We calculate the intervals for the e-values and compare them, for hypothesis H of conditional
independence, for both models: Fuv,;, (H) and FEuvyg, (H). The complexity hypothesis, H, can be
decomposed into its elementary components:

H Y 1 Z|X =1
Hy:Y I Z|X =2
Hy: Y I Z|X =3

For each model, 5000 observations were generated; the contingency table of Y and Z for each value
of X is shown in Table 2. The hyperparameters of the prior distribution were all set to one, because, in
this case, the prior is equivalent to a uniform distribution (from Equation (23)):

0] = Qg = Q3 = [7 ]

[ (01]ar) = f(03]az) = f (03|as) = (32)

The posterior distribution, found using Equations (24) and (25), is then given as follows:

3,3
Nyz1 Ty 22 Ty 23
I o4 £ (02) H 07752, f (03) H 025, (33)
y=1,z=1 y=1,z=1 y=1,z=1

For example, for the given contingency table for Model M;, when X = 2 (Table 2c), the posterior
distribution is the following:

42 41 323 39 41 341 15 21 171
fn (92)O<8112'0122 9132 ‘9212 9222 Q232 6312 6)322 9332 (34)
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The point of highest density, in this example, following the hypothesis of independence (Equations (26)
and (28)), was found to be the following:

5 ~ [0.036,0.039,0.317,0.038, 0.041, 0.329, 0.019, 0.020, 0.162] . (35)

The truth function and the evidence supporting the hypothesis of independence given X = 2 (hypothesis
H,) for Model M, as given in Equations (29) and (30), are as follows:

Ry(f) = {02 € ©a|fn (02) < f},
W2 = n 92 de?v
() /RQ(f)f (62)

Evy, (Hz) = Wa(fn(65)). (36)

We used the methods of numerical integration to find the e-value of the elementary components of
hypothesis H (H,,H> and H3), and the results for each model are given below.

Table 2. Contingency tables of Y and Z for a given value of X for 5000 random
samples. (a,c,e): samples from Model M; (Figure 4a) for X = 1, 2, and 3, respectively;
(b,d.f): samples from Model M, (Figure 4b) for X = 1, 2, and 3, respectively.

(a) Model M; (for X = 1)

Z=1 Z=2 Z=3

(b) Model M, (for X = 1)

Z=1 Z=2 Z=3

Y=1 241 187 44 472 Y=1 228 179 39 446
Y =2 139 130 30 299 Y=2 25 33 211 269
Y =3 364 302 70 736 Y =3 482 75 208 765
744 619 144 1,507 735 287 458 1,048
(c) Model M; (for X = 2) (d) Model M, (for X = 2)
Z=1 Z=2 Z=3 Z=1 Z=2 Z=3
Y=1 42 41 323 406 Y=1 77 85 248 410
Y =2 39 41 341 421 Y =2 165 135 120 420
Y =3 15 21 171 207 Y =3 188 21 24 233
96 103 835 1,034 430 241 392 1,036
(e) Model M, (for X = 3) (f) Model M, (for X = 3)
Z=1 Z=2 Z=3 Z=1 Z=2 Z=3
Y=1 282 35 151 468 Y=1 40 87 354 481
Y =2 131 37 79 247 Y=2 119 104 27 250
Y =3 1,055 143 546 1,744 Y =3 305 1,049 372 1,726
1,468 215 776 2,459 464 1,240 753 2,457

E-values found using horizontal discretization:

EUM1 (Hl) = 09878, EYU]\/[1 (Hg) = (0.9806 and E'U]w1 (Hg) = (0.1066 )
Evy, (Hy) = 0.0004, Evyy, (Hs) = 0.0006 and Evyy, (Hs) = 0.0004,
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E-values found using vertical discretization:

EW’U]\/[1 (Hl) = 099, EUM1 (HQ) = 0.98 and Ele (H3) =0.11 X
EU]WZ (H1> = 001, E’U]\/IQ (HQ) = 0.01 and EUM2 (Hg) = 0.01.

Figure 5 shows the histogram of the truth functions, Wy, W5 and W3, for the model, M; (Y and Z are
conditionally independent, given X). In Figure 5a,c,e, 100 bins are uniformly distributed over the x-axis
(using the empirical values of min f,(,) and max f,(6,)). In Figure 5b,d,f, 100 bins are uniformly
distributed over the y-axis (each bin represents an increase in 1% in density from the previous bin).
The function, W, evaluated at the maximum posterior density over the respective hypothesis, f,(6%),
in red, corresponds to the e-values found (e.g., W5(f(0%)) =~ 0.1066, for the horizontal discretization in
Figure Se).

Figure 5. Histogram with 100 bins for the truth functions of the model, M; (Figure 4a for
each value of X. (a) W) for Model M, f,(07) in red; (b) W; for Model M, f,,(07) in red;
(c) Wy, for Model M, f,(03) inred; (d) W3, for Model My, f,,(03) inred; (e) W3, for Model
My, fn(0%) in red; (f) W3, for Model M, f,(0%) in red. In red is the maximum posterior
density under the respective elementary component (/;, H, and Hj3) of the hypothesis of

conditional independence H for both horizontal and vertical discretization procedures.

Horizontal Discretization Vertical Discretization

00 02 04 06 08 10
00 02 04 06 08 10

5142 5276 5409 5543 5677 5811 5944 6078 6212 633 6449 6583 5408 5723 5875 6003 611 6203 6296 638 6462 657

(a) (b)

00 02 04 06 08 10
00 02 04 06 08 10

4711 4859 499 5121 5268 5416 5563 5711 5858 6006 6153 6301 504 5416 5579 5718 583 5927 6026 6119 62 6308

(c) (d)

00 02 04 06 08 10
00 02 04 06 08 10

5597 5727 5857 5987 6116 6246 6376 6506 6635 6765 688 6996 5833 6118 6267 6395 6511 6609 6703 6789 6885 7001

(e) ()
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The evidence supporting the hypothesis of the conditional independence H, as in Equation (31), for
each model is as follows:

Ev(H) = Wy @ Wy @ Wy (fa(07) - fu(03) - fu(03)) . (37)

The convolution follows the commutative property, and the order of the convolutions is therefore
irrelevant.

Wy @ Wa @ Ws(f) = Ws @ W @ Wi(f). (38)

Using the algorithm for numerical convolution described in Algorithm 1, we found the convolution of the
truth functions, W, and W5, resulting in a cumulative function (1¥;5) with 10, 000 bins (100? bins). We
then performed the condensation procedures described in Algorithms 2 and 3 and reduced the cumulative
distribution to 100 bins, with lower and upper bounds (W, and W) for the horizontal condensation.
The results are shown in Figure 6a,b for Model M; (horizontal and vertical condensations, respectively)
and in Figure 7a,b for Model M.

Figure 6. Histogram with 100 bins resulting from the convolutions for Model M;: (a)
W1 ® W5 with horizontal discretization; (b) WW; ® W5 with vertical discretization; (¢) W ®
Wo® W5 with horizontal discretization; (d) W7 ® Wy ® W5 with vertical discretization. In red
in (¢) and (d) is the bin representing the product of the maximum posterior density under the
elementary components (H;, H> and Hj) of the hypothesis of the conditional independence
H for model M;.

00 02 04 0B 08 10
00 02 04 08 08 10

242251 278349 294127 3064.06 31705 3275.68 339243 353035 371319 4056.42 24473 265282 283832 301312 318114 335013 352231 3703468 3906.54

(a) (b)

00 02 04 06 08 10
00 02 04 06 08 10

135425 171252 182173 190710 198595 206392 214622 224125 236991 267694 1392135 1592105 175691 188314 200474 213651 227064 242450 259964

(c) (d)

The convolution of Wi, and W3 was followed by their condensation. The results are shown in
Figure 6¢,d (Model M) and Figure 7¢,d (Model M,).

The e-values supporting the hypothesis of conditional independence for both models are given below.
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The intervals for the e-values were found using horizontal discretization and condensation, as follows:

Buyy, (H) = [0.587427,0.718561] ,
By, (H) = [8-1072,6.416 - 1077).

The e-values found using vertical discretization and condensation were as follows:

Euvy, (H) = 0.95 ,
EU]WQ(H) = 0.01.

These results show strong evidence supporting the hypothesis of conditional independence between
Y and Z, given X, for Model M, (using both discretization/condensation procedures). No evidence
supporting the same hypothesis for the second model was found. This result is very relevant and
promising as a motivation for further studies on the use of FBST as a CI test for the structural learning
of graphical models.

Figure 7. Histogram with 100 bins resulting from the convolutions for model M>: (a) W1 ®
W, with horizontal discretization; (b) W, ® W, with vertical discretization; (¢) W1 @Wo&Q W3
with horizontal discretization; (d) W, ® Wy ® W3 with vertical discretization. In red in
(c) and (d) is the bin representing the product of the maximum posterior density under the
elementary components (H,, H, and Hj) of the hypothesis of conditional independence, H,
for model M.

00 02 04 06 08 10

00 02 04 06 08 10

247466 282645 2098096 3101.56 3204 32935 3405.38 3537.47 3707.18 4003.11 249895 269993 28811 304106 320391 3363.97 352805 371715 3913.89

(a) (b)

00 02 04 06 08 10
00 02 04 06 08 10

134076 170243 181083 189556 197420 205234 213440 222881 235825 266964 138064.5 1583005 173693 186473 199356 212496 226970 241479 250265

() (d)

5. Conclusions and Future Work

This paper provides a framework for performing tests of conditional independence for discrete

datasets using the Full Bayesian Significance Test. A simple application of this test includes examining
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the structure of a directed acyclic graph given two different models. The result found in this paper
suggests that FBST should be considered a good alternative to performing CI tests to uncover the
structures of probabilistic graphical models from data.

Future research should include the use of FBST in algorithms to learn the structures of graphs with
larger numbers of variables; to increase the capacity for performing these mathematical methods to
calculate e-values (because learning DAG structures from data requires an exponential number of CI tests
to be performed, each CI test needs to be performed faster); and to empirically evaluate the threshold
for e-values to define conditional independence versus dependence. The last of these areas of future
exploration should be achieved by minimizing the linear combination of type I and II errors (incorrect
rejection of a true hypothesis of conditional independence and failure to reject a false hypothesis of

conditional independence).
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Appendix

Table A1l. Conditional probability distribution tables. (a) The distribution of X, (b) the
conditional distribution of Y, given X, and (¢) the conditional distribution of Z, given X.

(a) CPTof X (b) CPT of Y given X
X pXx) Y p(Y[X=1) p(Y|X=2) p(Y|X=3)
1 0.3 1 0.3 0.4 0.2
2 0.2 2 0.2 0.4 0.1
3 0.5 3 0.5 0.2 0.7
(c) CPT of Z given X

Z p(ZIX=1) p(Z|X=2) p(Z|X=3)

1 0.5 0.1 0.6
2 0.4 0.1 0.1
3 0.1 0.8 0.3
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Table A2. Conditional probability distribution table of Z, given X & Y.

Z p(Z|X=1Y=1) p(Z|X=1Y=2) p(Z|X=1,Y=3)

1 0.5 0.1 0.6
2 0.4 0.1 0.1
3 0.1 0.8 0.3
Z p(Z|X=2,Y=1) p(Z|X=2,Y=2) p(Z|X=2,Y=3)
1 0.2 0.4 0.8
2 0.2 0.3 0.1
3 0.6 0.3 0.1
7 p(Z|X=3,Y=1) p(Z|X=3,Y=2) p(Z|X=3,Y=3)
1 0.1 0.5 0.2
2 0.2 0.4 0.6
3 0.7 0.1 0.2
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distributed under the terms and conditions of the Creative Commons Attribution license
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