Risk Contagion in Chinese Banking Industry: A Transfer Entropy-Based Analysis
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Abstract: What is the impact of a bank failure on the whole banking industry? To resolve this issue, the paper develops a transfer entropy-based method to determine the interbank exposure matrix between banks. This method constructs the interbank market structure by calculating the transfer entropy matrix using bank stock price sequences. This paper also evaluates the stability of Chinese banking system by simulating the risk contagion process. This paper contributes to the literature on interbank contagion mainly in two ways: it establishes a convincing connection between interbank market and transfer entropy, and exploits the market information (stock price) rather than presumptions to determine the interbank exposure matrix. Second, the empirical analysis provides an in depth understanding of the stability of the current Chinese banking system.
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1. Introduction

The Basel III Accord published in 2009 proposed for the first time an additional capital requirement for inter-financial sector exposures, indicating that regulators have been aware of the necessity to prevent the occurrence of risk contagion among banks. As a matter of fact, the 2008 subprime mortgage crisis has triggered a global financial crisis through the contagion among banks. Hoggarth et al.[1] studied
47 banking crisis over the 1977–1998 period in both developing and developed countries and find that the resulting cumulative output loss reached as much as 15%–20% of annual GDP. These cases show that such banking crises can have substantial impacts on the economy.

Traditional micro-prudential regulation focuses on the risk management of a specific bank, which has been proved insufficient from a systemic perspective. In extreme circumstances, a single bank failure can lead to massive bank failures because the initial shock can spread to other banks through the interbank market. Considering the possibility that bank interdependencies magnify the risk, regulators are trying to push bank supervision more towards a system-wide framework. Banks are also required to not only look at the risk of individual exposures, but also account for correlations of the exposures when assessing their investment portfolios [2].

2. Literature Review

Quite a few research papers on risk contagion among banks regard the banking system as a network, and the contagion process is simulated using network dynamics. For example, Nier et al. [3] constructed a banking system whose structure is described by parameters including the level of capitalization, the degree to which banks are connected, the size of interbank exposures and concentration degree of the system, and then they analyzed the resilience of the system to an initial bank failure by varying the structural parameters, and identified a negative and non-linear relationship between contagion and capital.

Insightful studies by Allen and Gale [4] and Freixas et al. [5] illustrate that the possibility of contagion largely depends on the structure of the interbank market. Allen and Gale consider a simplified banking system consisted of 4 banks, and initialize the system with different market structures, their results indicate that for the same shock, a complete structure is more robust than incomplete structure. Freixas et al. discuss three scenarios of interbank exposures through credit lines: a credit chain, diversified lending and a money center case, and they conclude that contagious failures occur more easily in the credit chain case than in the diversified lending case; as for the money center case, the probability of contagion is determined by the values of model parameters. Both researches uncover critical issues concerning how interbank market structure affects risk contagion among banks, yet the models still have room for improvement given the complexity of the real interbank market.

Recently, a series of papers have revealed the latest progress in banking network studies. Berman et al. [6] formalized a model for propagation of an idiosyncratic shock on the banking network, and constructed the stability index, which can be used to indicate the stability of the banking network. Haldane and May [7] draw analogies with the dynamics of ecological food webs and with networks within which infectious diseases spread. Minoiu and Reyes [8] investigated the properties of global banking networks with bank lending data for 184 countries, and find that the 2008-2009 crisis perturbed the network significantly. DasGupta and Kaligounder [9] investigated the global stability of financial networks that arise in the OTC derivatives market.

Subsequently, a considerable amount of simulations and empirical researches on interbank contagion were performed, as surveyed by Upper [10]. Examples include Sheldon and Maurer [11] for the Swiss banking system, Blåvarg and Nimander [12] for Sweden, Furfine [13] for the US Federal Funds market, Upper and Worms [14] for Germany, Elsingner et al. [15] for Austria, Van Lelyveld and
Liedorp [16] and Mistrulli [17] for Italy. These papers follow a similar routine: first estimate the actual interbank exposure matrix (a $N \times N$ square matrix reflecting the credit exposure of $N$ banks to each other in the system), then simulate the impact of a single bank failure or multiple bank failures on the system. The key step of this routine is the estimation of the interbank exposure matrix, because the matrix depicts the structure of the interbank market, and will eventually determine the possibility of contagion in the banking system.

Owing to the limitations of data sources, interbank exposure matrices can only be estimated indirectly. Currently, the maximum entropy estimation with balance sheet data is the most widely used method in determining the interbank exposure matrix. In this method, the aggregated interbank assets and liabilities disclosed in balance sheets are the only input information, and the matrix can be derived by maximizing its entropy. Some authors claim that this method is the least biased given that only limited information of the interbank market structure, namely the aggregated interbank assets and liabilities are available. However, considering the fact that there may be other available data concerning the interbank market structure and the maximization of the matrix entropy probably deviates from reality, the assumption of the method can be problematic. Mistrulli [18] shows that for the Italian banking system the use of maximum entropy techniques underestimates contagion risk relative to an approach that uses information on actual bilateral exposures.

Transfer entropy is a relatively new concept introduced by Schreiber in 2000 [19], and it measures the information transfer between two time series. Compared with other cross-correlation statistics, transfer entropy is an asymmetric measure and takes into account only statistical dependencies truly originating in the “source” series, but not those deriving from a shared history, like in the case of a common external driver. These characteristics of transfer entropy make it a superior tool to analyze the casual interactions among variables of a complex system. In the last decade, transfer entropy has been applied to studies within the context of financial markets. Marschinski and Matassini [20] designed a procedure to apply transfer entropy to the detection of casual effect between two financial time series. Kwon and Yang [21] calculated the transfer entropy between 135 NYSE stocks and identified the leading companies by the directionality of the information transfer. In a separate paper [22], they analyzed the information flow between 25 stock markets worldwide, their results show that America is the biggest source of information flow.

This paper aims to establish a new method to determine the interbank exposure matrix, within a transfer entropy context. Furthermore, the stability of Chinese banking industry is investigated. The remainder of this paper is organized as follows: in Section 2, a detailed description of the method is given. Section 3 presents the empirical study and results. Section 4 concludes the presentation.

3. Method

3.1. Definition of Transfer Entropy

When considering the interactions between two systems evolving in time, the linear correlation coefficient, Kendall rank correlation coefficient, and mutual information [23] are the most commonly used statistics. However, they are incapable of distinguishing information that is actually exchanged
from shared information due to common history and input signals. Schreiber proposed transfer entropy
to exclude these influences by appropriate conditioning of the transition probabilities.

Consider two processes \( I \) and \( J \), the transfer entropy is defined as:

\[
T_{J \rightarrow I} = 
\text{information about future observation } I(t+1) \text{ gained from past observations of } I \text{ and } J
\]

\[ - \text{information about future observation } I(t+1) \text{ gained from past observations of } I \text{ only}
\]

Equation 1 measures how much additional information does \( J \) provide for the prediction of \( I(t+1) \) apart from the historical information provided by \( I \) itself. A mathematical expression of Equation (1) is:

\[
T_{J \rightarrow I} = \sum p\left(i_{i+1}, t^k_i, j^{(l)}_t\right) \log p\left(i_{i+1} | t^k_i, j^{(l)}_t\right) - \sum p\left(i_{i+1}, t^k_i\right) \log p\left(i_{i+1} | t^k_i\right)
\]

\[
= \sum p\left(i_{i+1}, t^k_i, j^{(l)}_t\right) \log \frac{p\left(i_{i+1} | t^k_i, j^{(l)}_t\right)}{p\left(i_{i+1} | t^k_i\right)} \tag{2}
\]

Here, \( i \) represents the state of \( I \) at time \( t \), and \( i^k \) is a \( k \) dimensional vector representing the most recent \( k \) states of \( I \) before \( i_{i+1} \). Similarly, \( j \) is a \( l \) dimensional vector representing the most recent \( l \) states of \( J \) before \( j_{i+1} \). Additionally, \( i, j \in D \{d_1, d_2, \ldots, d_N\} \). The transfer entropy from \( I \) to \( J \) can be derived by exchanging \( i \) and \( j \) in Equation (2).

### 3.2. Numerical Solution for Transfer Entropy

Though the analytic form of transfer entropy is relatively simple, there is still a distance between
umerical and practical application. In most cases, we need to obtain \( I \) and \( J \) by coarse graining a
continuous system at resolution \( \varepsilon \). Usually, when \( \varepsilon \rightarrow 0 \), we will get a more accurate transfer entropy, but the computational cost will grow rapidly as well. For this consideration, an appropriate resolution should be determined to balance the accuracy and computational cost. In this paper, we set the
resolution according to the length of dataset, for a dataset of \( N \) samples, the continuous interval of the sample is discretized into \( N^{1/3} \) parts, which balances the accuracy and efficiency.

Another difficulty lies in that the conditional probabilities in Equation (2) can’t be estimated directly
given \( I \) and \( J \). To solve this problem, we propose a transformation on Equation (2). According to the
definition of conditional probability, \( p\left(i_{i+1} | t^k_i, j^{(l)}_t\right) \) and \( p\left(i_{i+1} | t^{(l)}_t\right) \) can be rewritten as:

\[
p\left(i_{i+1} | t^k_i, j^{(l)}_t\right) = \frac{p\left(i_{i+1}, t^k_i, j^{(l)}_t\right)}{p\left(t^k_i, j^{(l)}_t\right)}
\]

\[
p\left(i_{i+1} | t^{(l)}_t\right) = \frac{p\left(i_{i+1}, t^{(l)}_t\right)}{p\left(t^{(l)}_t\right)} \tag{3}
\]

Substituting Equation (3) into Equation (2), we have:

\[
T_{J \rightarrow I} = \sum p\left(i_{i+1}, t^k_i, j^{(l)}_t\right) \log \frac{p\left(i_{i+1}, t^k_i, j^{(l)}_t\right) \cdot p\left(t^k_i\right)}{p\left(t^{(l)}_t\right) \cdot p\left(t^k_i, j^{(l)}_t\right) \cdot p\left(i_{i+1}, t^k_i, j^{(l)}_t\right)} \tag{4}
\]
This new expression contains only joint probability, and thus simplifies the calculation of transfer entropy. Generally speaking, the parameter $k$ and $l$ should be as large as possible so that the information introduced by the history of process $I$ itself can be excluded to the most extent. However, as the amount of data required grows like $N^{(k+l)}$ [24], the finite sample effects would be quite significant if $k$ and $l$ is excessively large, so reasonable values of both $k$ and $l$ is of crucial importance in practice. In this paper, since we have limited sample, both $k$ and $l$ are set to be 1.

### 3.3. Determine the Interbank Exposure Matrix with Transfer Entropy

As mentioned in the Introduction section, the widely used maximum entropy estimation of interbank exposure matrix suffers from biased assumptions and can significantly deviate from practice. In this paper, we determine the interbank market structure by calculating the transfer entropy matrix of the banking industry with daily stock closing price, and then an adjustment on the transfer entropy matrix is made by using the RSA algorithm [17] as well as the aggregated interbank assets and liabilities, after which we derive the interbank exposure matrix. The interbank market may be represented by the following $N \times N$ matrix:

$$X = \begin{bmatrix} x_{11} & \cdots & x_{1j} & \cdots & x_{1N} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ x_{ji} & \cdots & x_{jj} & \cdots & x_{jN} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ x_{Ni} & \cdots & x_{Nj} & \cdots & x_{NN} \end{bmatrix}$$

Here, $x_{ij}$ represents the amount of money bank $i$ lends to bank $j$. Since a bank can’t lend to itself, we have $N$ diagonal elements equal to 0. But to identify the matrix, other $N^2 - N$ elements have to be estimated.

Previous studies on the movement of stock prices such as Levine and Zeros [25], Chiarella and Gao [26] and Hooker [27] have proved that stock markets’ return are affected by macroeconomic indicators such as GDP, productivity, employment and interest rates. In terms of the correlation between two stocks, especially when they belong to the same sector, we can see two types of mechanisms to generate significant correlation between them [28]:

- **External effect** (e.g. economic, political news, etc.) that influences both stock prices simultaneously. In this case the change for both prices appears at the same time.
- **One of the companies has an influence on the other** (e.g. one of the company’s operations depends on the other). In this case the price change of the influenced stock appears later in time because it needs some time to react on the price change of the first stock, in other words one of the stocks pulls the other.

According to the definition of transfer entropy, it measures the information flow between two time series. The transfer entropy from stock price of bank $I$ to stock price of bank $J$ measures the information flow from $I$ to $J$, which depicts how much influence does the stock price of bank $I$ has on the stock price of bank $J$. For the two types of correlation mechanisms for stocks, the external effect that influences two stock prices of banks at the same time generates no information flow between bank
I and bank J, thus such effect does not contribute to $T_{I \rightarrow J}$, where $T_{I \rightarrow J}$ measures the second type of correlation between two stock prices.

Since stock price reflects investors’ expectation of a company’s future earnings \[29,30\], we infer that $T_{I \rightarrow J}$ measures the influence of earning condition of bank I to bank J, that is to say, such influence is realized mainly through interbank lending and borrowing between I and J, so $T_{I \rightarrow J}$ depicts the lending and borrowing activity between I and J, and can be used to estimate the interbank exposure.

We use a transfer entropy matrix to depict the structure of interbank exposure matrix. Define $s_i = \{s_{i1}, s_{i2}, s_{i3}, \ldots, s_{iu}\}$ as time series of the stock price for bank i. The transfer entropy from $s_i$ to $s_j$ is:

$$T_{I \rightarrow J} = \sum p(j_{i1}, j_{i1}^{(k)}, i_{1}^{(l)}) \log \frac{p(j_{i1}, j_{i1}^{(k)}, i_{1}^{(l)})}{p(j_{i1}^{(k)}, i_{1}^{(l)})}$$

The structure of resulting transfer entropy matrix $T = \{T_{I \rightarrow J}\}$ serves as an approximation of interbank exposure matrix structure. To determine the interbank exposure matrix, we need to adjust the transfer entropy matrix so that the resulted matrix meets the following constraints:

$$\sum_{j=1}^{N} x_{ij} = a_i, \quad \sum_{i=1}^{N} x_{ij} = l_j$$

where, $a_i$ represents the amount of money bank i lends to other banks and $l_j$ represents the amount of money bank j raised from other banks.

The adjustment can be described by the following optimization problem:

$$\min \sum_{i=1}^{N} \sum_{j=1}^{N} x_{ij} \ln \left( \frac{x_{ij}}{T_{ij}} \right)$$

s.t. $\sum_{j=1}^{N} x_{ij} = a_i$

$$\sum_{i=1}^{N} x_{ij} = l_j \quad x_{ij} \geq 0$$

where $x_{ij}$ represent the interbank exposure matrix.

This problem can be solved numerically using RAS algorithm, the process is summarized as the following iterations:

Step 1: (row adjustment): $T_{ij}^u \rightarrow T_{ij}^u \rho_{ij}^u$, where $\rho_{ij}^u = \frac{a_i}{\sum_{j=1}^{N} T_{ij}^u}$

Step 2: (column adjustment): $T_{ij}^u \rightarrow T_{ij}^u \sigma_{ij}^u$, where $\sigma_{ij}^u = \frac{l_j}{\sum_{i=1}^{N} T_{ij}^u}$

Step 3: return to step 1
3.4. The Contagion Process Modeling

According to the literature review of risk contagion among banking systems by Upper, the most widely used mechanism of the contagion process is the fictitious default algorithm developed by Eisenberg and Noe [31] and the sequential default algorithm developed by Furfine [13]. We will describe both models in this section, which will be used in the contagion process simulation in Section 4.4.

3.4.1. Eisenberg-Noe’s Mechanism

Eisenberg and Noe [31] developed a clearing mechanism that solves the interbank payment vectors of all banks in the system simultaneously. The interbank market structure is represented by \((L, e)\), where \(L\) is a \(n \times n\) nominal interbank liabilities matrix, and \(e\) is the exogenous operating cash flow vector. Let \(\overline{p}_i\) represent total nominal liability of bank \(i\) to all other banks, that is \(\overline{p}_i = \sum_{j=1}^{n} L_{ij}\). Let:

\[
\Pi_{ij} = \begin{cases} 
\frac{L_{ij}}{p_i} & \text{if } \overline{p}_i > 0 \\
0 & \text{otherwise}
\end{cases}
\]  

be the relative liabilities matrix.

The mechanism sets three criteria in the clearing process, namely: (1) Limited liability, a bank could pay no more than its available cash flow; (2) The priority of debt, stockholders of a bank receive no value until it pays off its outstanding liabilities; (3) Proportionality, if default occurs, creditors are paid in proportion to the size of their nominal claim on the defaulted bank’s assets. Eisenberg and Noe demonstrate that there exists a unique clearing payment vector under the three criteria and the regular financial system assumption. For a payment vector \(p^* \in [0, \overline{p}]\), it is a clearing payment vector if and only if the following condition holds: 

\[ p_i^* = \min[e_i + \sum_{j=1}^{n} \Pi_{ij} p^*_j, \overline{p}_i]. \]

The number of banks defaulted can be obtained by comparing the clearing payment vector with nominal liability vector. A fictitious default algorithm is implemented to calculate the clearing payment vector, which can be summarized by the following steps:

- Initialize \(p_i = \overline{p}_i\), and calculate the net value of bank \(i\), \(V_i = \sum_{j=1}^{n} \Pi_{ij} p_j + e_i - p_i\). If \(\forall i, V_i \geq 0\), it means no bank defaults and the clearing payment vector is \(p_i = \overline{p}_i\), the algorithm terminates; otherwise go to step 2.
- Find banks with net value \(V_i < 0\), these banks can only pay part of the liabilities to other banks, and the ratio is \(\theta_i = \left(\sum_{j=1}^{n} \Pi_{ij} p_j + e_i\right)/p_i\), we denote these banks by \(U\). Under the assumption that only banks in \(U\) default, we replace \(L_{ij}\) by \(\theta^* L_{ij}\) so that the limited liability criterion is met, and thus get new \(L_{ij}\), \(\Pi_{ij}\), \(p_i\) and \(V_i\). Repeat step 2 while \(U\) is not empty.
The procedure gives us the clearing payment vector for the banking system which satisfies
\[ p_i^* = \min\{e_i + \sum_{j=1}^{n} \prod_{j} p_j^* , p_i \} \]. By tracing the fictitious default process, we obtain the sequence of
defaults (keep in mind that the process is fictitious, and in reality both the clearing process and defaults
are simultaneous) and can distinguish between defaults caused by bad economic situation (defaults in
the first round)-and defaults caused by the defaults of other banks (defaults after the first round).

3.4.2. Furfine’s Sequential Default Algorithm

Another contagion process model is developed by Furfine [13], we refer to it as the sequential
default algorithm. He regards the contagion as a sequential process. For example, the initial failure of
bank \(i\) will result in capital loss of its creditors, which is calculated by multiplying the loss rate of a
given default by the exposure of its creditors. If the loss is large enough, its creditors will go bankrupt,
and this may trigger another round of bank failures. We denote the loss rate given default as \(\alpha\), the
equity capital of bank \(i\) as \(C_i\), external loss resulting from non-interbank market is assume to be
proportional to \(C_i\) and the ratio is set to be a constant \(\beta\), the contagion mechanism can be summarized
as below [13]:

Round 1: bank \(i\) fails because of an external shock;
Round 2: bank \(j\) suffers a total capital loss of \(\alpha X_{ji}\) ( \(X_{ji}\) is the exposure bank \(j\) to bank \(i\) ), and
\(\alpha X_{ji} > (1 - \beta) C_j\), which leads to the failure of bank \(j\);
Round 3: the failures of bank \(i\) and \(j\) results in a total capital loss of \(\alpha (X_{ki} + X_{kj}) > (1 - \beta) C_k\) for bank
\(k\) and eventually leads to the failure of bank \(k\).
Round 4: similar to round 3, and the contagion process will continue until all surviving banks can
absorb the capital loss with their equity capital, which means no banks go bankruptcy.

We illustrate the procedure of the method in Figure 1.

---

**Figure 1.** Procedure of the method.
4. Empirical Research and Results

In this section, we investigate the possibility of contagion in Chinese banking industry based on the transfer entropy method. As illustrated in Section 3, stock price, aggregated interbank assets and liabilities are essential in the determination of interbank exposure matrix. Generally speaking, the information is only available for listed banks. According to a survey conducted by China Banking Regulatory Commission in 2012, the Chinese banking system consisted of more than 300 banks, among which 16 are listed banks. The 16 listed banks are the largest banks in China, with total assets amounting to 65% of the total banking industry assets in 2012. The remaining unlisted banks are much smaller scale, thus can be merged into a single bank, which we call it edian bank. That is to say, we have 17 banks in Chinese banking system.

4.1. Data Description

The data used in this study stems from two sources. Daily stock closing prices of the 16 listed banks are drawn from the Wind database, a leading integrated service provider of financial data in China. The time interval for each stock sequence is from the first trading day to 31 December 2012. Aggregated interbank assets and liabilities are drawn from the annual reports of the 16 listed banks. Instead of publishing aggregated interbank assets and liabilities directly, the annual reports give us their sub-items, namely deposits in other banks, due from banks, financial assets purchased under resale, deposits from other banks, interbank borrowing, and repurchase agreements. The annual reports also provide us with the equity capital of banks. The 16 listed banks are listed in Table 1:

<table>
<thead>
<tr>
<th>Table 1. The 16 Chinese listed banks</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Names of the banks</strong></td>
</tr>
<tr>
<td>China Minsheng Bank (CMBC)</td>
</tr>
<tr>
<td>Spd Bank (SPDB)</td>
</tr>
<tr>
<td>Industrial Bank (IB)</td>
</tr>
<tr>
<td>China Merchants Bank (CMB)</td>
</tr>
<tr>
<td>Bank of Communications (BOCOM)</td>
</tr>
<tr>
<td>Agricultural Bank of China (ABC)</td>
</tr>
<tr>
<td>Huaxia Bank (HXB)</td>
</tr>
<tr>
<td>Industrial And Commercial Bank of China (ICBC)</td>
</tr>
<tr>
<td>Bank of Beijing (BCCB)</td>
</tr>
<tr>
<td>Bank of Ningbo (BONB)</td>
</tr>
<tr>
<td>China Construction Bank (CCB)</td>
</tr>
<tr>
<td>China Everbright Bank (CEB)</td>
</tr>
<tr>
<td>Bank of Nanjing (BONJ)</td>
</tr>
<tr>
<td>Bank of China (BOC)</td>
</tr>
<tr>
<td>China Citic Bank (CITIC)</td>
</tr>
<tr>
<td>Pingan Bank (PAB)</td>
</tr>
</tbody>
</table>

4.2. Data Preprocessing

The transfer entropy matrix calculation requires the stock price of each bank to have the same time interval, which is not the case in the original samples. To unify the time interval, starting points of all listed banks are changed to be the same as Pingan Bank, who was the latest to go public among the 16 listed banks. The new stock price sequences cover the period 2011/1/4–2012/12/31, with 487 records. Exploiting the information extracted from annual reports, we obtain the aggregated interbank assets by summing up deposits in other banks, due from banks, and financial assets purchased under resale. The interbank liabilities are derived by summing up deposit from other banks, interbank borrowing, and repurchase agreements.
As for the median bank, its stock price is supposed to be the weighted average of the other 16 listed banks, total assets of each bank is chosen as the weighting coefficient. Its aggregated assets and liabilities are obtained by subtracting the total aggregated assets and liabilities of the banking system from the sum of the 16 listed banks.

4.3. Transfer Entropy Matrix & Interbank Exposure Matrix Calculation

The stock price sequence is divided into two separate parts, the first part is from 2011/1/4 to 2011/12/30, and the second part is from 2012/1/4 to 2012/12/31. By applying the procedure we have described above, we obtain the interbank exposure matrix of 2011 and 2012. The matrices are presented as Figure 2 and Figure 3, in the form of heat maps.

**Figure 2.** Heat map of interbank exposure matrix in 2011.

![Figure 2](image)

**Figure 3.** Heat map of interbank exposure matrix in 2012.

![Figure 3](image)
The heat map is consisted of 17×17 grids, with each corresponding to an element in the interbank exposure matrix. The grey scale of each grid is proportional to the value of the element in the matrix, the brighter the grid is, the larger value the element has. Here we introduce the concept of contrast rate; it is defined as the luminosity ratio of the brightest part to the darkest part of a map. Obviously, the heat map in Figure 3 shows a higher contrast rate than that in Figure 2, this means that the interbank market structure in 2011 is more diversified than that in 2012. Considering the whole interbank exposure matrix is too big to present here, only part of the matrix is shown in Table 2 and Table 3.

Table 2. Interbank exposure matrix of five major Chinese banks in 2011.

<table>
<thead>
<tr>
<th>billion</th>
<th>ICBC</th>
<th>CCB</th>
<th>BOCOM</th>
<th>ABC</th>
<th>BOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICBC</td>
<td>0.0</td>
<td>130.9</td>
<td>36.4</td>
<td>51.8</td>
<td>103.1</td>
</tr>
<tr>
<td>CCB</td>
<td>128.2</td>
<td>0.0</td>
<td>29.9</td>
<td>34.6</td>
<td>62.9</td>
</tr>
<tr>
<td>BOCOM</td>
<td>44.0</td>
<td>24.9</td>
<td>0.0</td>
<td>19.8</td>
<td>77.6</td>
</tr>
<tr>
<td>ABC</td>
<td>151.0</td>
<td>72.0</td>
<td>30.6</td>
<td>0.0</td>
<td>72.1</td>
</tr>
<tr>
<td>BOC</td>
<td>183.6</td>
<td>49.8</td>
<td>51.7</td>
<td>64.3</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 3. Interbank exposure matrix of five major Chinese banks in 2012.

<table>
<thead>
<tr>
<th>billion</th>
<th>ICBC</th>
<th>CCB</th>
<th>BOCOM</th>
<th>ABC</th>
<th>BOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICBC</td>
<td>0.0</td>
<td>127.8</td>
<td>21.6</td>
<td>88.8</td>
<td>253.5</td>
</tr>
<tr>
<td>CCB</td>
<td>191.5</td>
<td>0.0</td>
<td>28.1</td>
<td>65.6</td>
<td>251.6</td>
</tr>
<tr>
<td>BOCOM</td>
<td>65.7</td>
<td>37.4</td>
<td>0.0</td>
<td>19.5</td>
<td>131.1</td>
</tr>
<tr>
<td>ABC</td>
<td>171.5</td>
<td>74.2</td>
<td>96.7</td>
<td>0.0</td>
<td>227.0</td>
</tr>
<tr>
<td>BOC</td>
<td>304.9</td>
<td>89.0</td>
<td>43.3</td>
<td>27.5</td>
<td>0.0</td>
</tr>
</tbody>
</table>

4.4. The Contagion Process Simulation

In the contagion process simulation, we present the results given by both Furfine’s sequential default algorithm and Eisenberg-Noe’s mechanism.

4.4.1. Furfine’s Sequential Default Algorithm

Note that both the loss rate given default and the non-interbank capital loss caused by a shock outside the interbank market have an influence on the contagion process, so we construct scenarios with different loss rates given default $\alpha$ and different non-interbank capital loss rate $\beta$; the loss rate given default ranges from 0.1 to 1 with a step of 0.1, the initial equity capital loss rate are set to be 0, 0.3 and 0.5. Tables 4 and 5 give the simulation results.

In Tables 4 and 5, the first column represents initially failed banks, and only banks that could trigger a contagion process are listed. The elements in each row are the amount of banks failed in the contagion process under different $\alpha$ and $\beta$ values. If an element equals 1, it means the corresponding bank will not cause other bank failures given its own failure. The results show that given specific $\alpha$ and $\beta$, only a few of the 17 banks can trigger a contagion process in the system, which reflects that Chinese banking industry is resistant to contagion to a great extent. With greater $\beta$, the number of banks capable of triggering a contagion process is increasing, along with the amount of banks failed in
the process. Such trend is also identified when we raise the value of \( \alpha \). This is in accordance with the findings of Nier et al. [3].

### Table 4. Number of failed banks in the 2011 contagion process simulation.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta = 0.5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBC</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>BOC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>12</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>IB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPDB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>CITIC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>( \beta = 0.3 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBC</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>IB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>( \beta = 0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 5. Number of failed banks in the 2012 contagion process simulation.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta = 0.5 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>11</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>BOC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>IB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>17</td>
</tr>
<tr>
<td>BOCOM</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>( \beta = 0.3 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>11</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>BOC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
<td>14</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>( \beta = 0 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICBC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>11</td>
</tr>
</tbody>
</table>

Another interesting finding is the existence of a threshold value for \( \alpha \). Given the initial failure of a specific bank at certain \( \beta \), contagion won’t occur if \( \alpha \) is lower than the threshold value. But when \( \alpha \) is greater than the threshold value, the amount of bank failures will increase sharply. A reasonable inference is that interbank market can effectively diversify the risk caused by an initial bank failure in normal condition, thus prevent contagion from happening. However, the linkages between banks also serve as channels through which risk may spread. Under severe conditions, risk will be transferred to all banks in the system and result in knock-on defaults.

To give a concrete example of the contagion process among Chinese banking system, we describe the contagion process triggered by ICBC when \( \alpha = 0.5 \) and \( \beta = 0.5 \) in Figure 4. This is a 3-stage process which begins with the failure of ICBC. In the second stage, IB suffers a capital loss including half the money lent to ICBC and half the equity capital, which exceeds the total equity capital IB holds and leads to its failure. The failures of ICBC and IB lead to the subsequent failures of eight other banks. In the final stage, the contagion ends and the remaining seven banks survive.
4.4.2. Eisenberg-Noe’s Mechanism

In Eisenberg-Noe’s mechanism, the interbank exposure matrix and the exogenous operating cash flow vector $e$ are necessary to clear the system. For bank $i$, $e_i$ is represented by its equity capital under the risk free assumption. However, considering that its non-interbank assets face market risk, credit risk etc., $e_i$ should be adjusted by subtracting potential exogenous capital loss caused by these risks. Similar to the simulation above, we suppose the adjusted exogenous capital loss is proportional to equity capital, and the ratio is a constant $\beta$. We clear the system in scenarios of $\beta = 0.5, 0.3, 0$ respectively, and obtain the clearing payment vectors as well as the defaulted banks. Table 6 lists the number of defaulted banks under different $\beta$, Table 7 gives the percentage of debt repaid by defaulted banks.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>2011</th>
<th>2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>0.3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6. Defaults under different exogenous capital loss rate

With the decreasing exogenous capital loss, the economic situation of banks in the system is ameliorated, thus the number of banks defaulted in the process drops as well. Unlike Furfine’s sequential default algorithm, loss rate given default here is dynamically determined in the clearing process, which seems more consistent with the true contagion process. In Table 7, it is natural to find that the percentage of debt repaid by defaulted banks is increasing with decreasing $\beta$, since the exogenous cash flow increases.

Generally speaking, Eisenberg-Noe’s model makes fewer assumptions about the system than Furfine’s sequential default algorithm. In Eisenberg-Noe’s model clearing process of all banks and defaults are simultaneous; the loss rate given default for a specific bank is determined by its solvency. while in Furfine’s sequential default algorithm, banks are cleared sequentially. The results in Table 7 indicate that in reality the loss rate given default is usually quite low, even when the whole system suffers an shock of exogenous capital loss of 50%, so the scenarios of quite large $\alpha$ in Furfine’s
model simulation is unlikely to happen in reality. Despite these differences, both simulations reveal something in common, that the Chinese banking system is resistant to exogenous shock, and massive defaults won’t happen unless under extreme situations.

**Table 7. Recovery rate of interbank liabilities**

<table>
<thead>
<tr>
<th></th>
<th>BCCB</th>
<th>ICBC</th>
<th>BONJ</th>
<th>BONB</th>
<th>PAB</th>
<th>BOC</th>
<th>BOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.5</td>
<td>0.926</td>
<td>0.852</td>
<td>0.912</td>
<td>0.972</td>
<td>0.764</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-</td>
<td>0.999</td>
<td>0.996</td>
<td>-</td>
<td>0.895</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.5</td>
<td>0.956</td>
<td>0.943</td>
<td>0.959</td>
<td>0.906</td>
<td>0.864</td>
<td>0.762</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.952</td>
<td>0.878</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: columns 3–9 are the percentage of debt repaid by defaulted banks, for example 0.926 in column 3 means BCCB paid 92.6% of its debt to other banks in the scenario of $\beta = 1$. Banks denoted by “-” and those not listed in this table means they are solvent in corresponding scenario.

5. Conclusions and Further Direction

In this paper, we investigate the risk contagion due to interbank exposure among the Chinese banking industry with a transfer entropy method. By reviewing previous work, we find that maximum entropy method is widely used in determining the interbank exposure matrix, although it is theoretically problematic. We propose a transfer entropy based method to estimate the interbank exposure matrix and present a qualitative analysis to validate it. Then two widely used mechanisms of the contagion process are presented and are adopted to simulate the contagion process.

The empirical analysis is based on 2011 and 2012 stock price sequences of 16 listed Chinese banks from the Wind database, and the corresponding annual reports. We calculate the corresponding transfer entropy matrix at first, and then the interbank exposure matrix is obtained after a RAS adjustment. We run Furfine’s sequential default algorithm by varying loss rate given default and non-interbank capital loss rate, and Eisenber-Noe’s fictitious default algorithm by varying non-interbank capital loss rate. Both results indicate that the chance of Chinese banking system suffering a systemic crisis is quite low, or in other words, the Chinese banking system is rather stable. Systemically important banks are identified in the simulations, ICBC and BOC tend to trigger massive defaults under various scenarios of non-interbank capital loss rates, and ICBC, BONJ, PAB is more likely to default than other banks, revealing the unbalanced state of their interbank liabilities and interbank assets. This gives regulators implications on which banks require additional regulation.

In the end, it’s worth noting that our research is primary and there is still much room for improvement. In this paper, we use transfer entropy between stocks prices to approximate the interbank market structure, which is based on the foundation of our qualitative analysis that transfer entropy only contains the correlation of two stock prices due to interbank links. However, this qualitative analysis is not quantitatively exact, and further mathematical proof is required to address this issue.
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