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Abstract

:

The origin of life is one of the most fundamental, but also one of the most difficult problems in science. Despite differences between various proposed scenarios, one common element seems to be the emergence of an autocatalytic set or cycle at some stage. However, there is still disagreement as to how likely it is that such self-sustaining sets could arise “spontaneously”. This disagreement is largely caused by the lack of formal models. Here, we briefly review some of the criticism against and evidence in favor of autocatalytic sets, and then make a case for their plausibility based on a formal framework that was introduced and studied in our previous work.
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1. The Origin of Life


The origin of life (OoL) remains an elusive problem, although much progress has been made in recent years. Having gone from a problem considered ‘beyond science’ to ‘solvable in principle but maybe not in practice’, many researchers now believe it will be solved in the next few decades. In fact, there are currently several OoL scenarios, but all still have some difficulties and lacunae. Although often quite different in their details, one common element which most of these scenarios have is the appearance of an autocatalytic set or cycle at some stage.



1.1. An RNA world


All life as we know it depends on a delicate interplay between DNA and proteins. However, this DNA-protein machinery seems too complex to have arisen all at once. So there appears to be a “chicken-and-egg” problem: which came first, the chicken (protein, phenotype), or the egg (DNA, genotype)?



The most widely accepted resolution of this problem is that of an RNA world [1,2,3] preceding DNA and proteins, i.e., a collection of (self-)replicating RNA molecules, using template complementarity plus the ability to perform and catalyze their own (or each others) synthesis as a way of achieving reproduction and self-sustainability. The possibility of an RNA world has some experimental support, and is now generally considered to have been an important step in the origin of life [4,5]. However, an RNA world “spontaneously” generating proteins and DNA is not straightforward, and is certainly not (yet) proven beyond any doubt. Moreover, and perhaps more importantly, the initial appearance of an RNA world itself is still mostly an open question [2,3,6,7].




1.2. Prebiotic metabolism


The idea of a “primordial soup” [8] spontaneously generating the basic building blocks for life sounded attractive after some initial experiments along these lines [9,10], but has been much debated since then and criticized as not being capable of creating these building blocks in sufficiently large concentrations. So, there must have been something more sustainable to get anything like an RNA world started.



A basic element underlying all metabolism (and therefore believed to be of very ancient origins) is the citric acid (or Krebs) cycle. This is a chemical reaction network involving a cyclic sequence of 11 substrates and reactions. It turns out that this cycle can (and does) also operate in reverse, known as the reductive citric acid cycle. In fact, in chemoautotrophs (such as eubacteria and archea), this (reverse) cycle “is the central starting point on the route to all biochemicals” [11].



Furthermore, even though most of the catalysis in this metabolic cycle is now performed by enzymes (proteins), it is claimed that many of them could initially have been performed by simple molecules (e.g., co-factors) that are likely to have been present on the early earth. And so, it is argued, the reductive citric acid cycle (or similar metabolic cycles) could very well have provided an intermediate step from prebiotic chemistry to organic molecules such as RNA [11,12,13,14]. This claim is still highly debated [15,16], but there is experimental evidence that suggests that simple (auto)catalytic reaction networks could indeed have produced the necessary building blocks for an RNA world [17,18].




1.3. From RNA to proteins and DNA


Given the existence of an RNA world, some of these RNA molecules likely started encoding for and synthesizing small proteins. These newly created proteins, being much more efficient, would then have started to take over some of the catalysis required for RNA replication. This opened up the way for creating longer strands of RNA, which in turn enabled encoding for more complex proteins. Furthermore, with proteins, the synthesis and replication of DNA molecules became possible. DNA, being much more stable than RNA, is able to encode for an even larger number of proteins, eventually taking over the role of information carriers from RNA [3,6,19].



Arguably, some sort of self-sustaining or self- reinforcing cycle, such as a hypercycle [20,21,22] or Darwin-Eigen cycle [6,23] seems necessary for this RNA to DNA transition to succeed. Such cycles can be seen as special instances of autocatalytic sets in general. In fact, autocatalytic sets arising in a mixture of interacting chemicals which can be both substrates and/or catalysts, were originally proposed as an alternative solution to the “chicken-and-egg” problem [24,25,26,27,28].



A collectively autocatalytic set is a set of molecules and catalyzed reactions where each molecule is created by at least one reaction from this set, and each reaction is catalyzed by at least one molecule from the set. It has been claimed that in sufficiently complex chemical reaction systems, autocatalytic sets will arise almost inevitably [26,27]. This was later disputed [29] by pointing out that this requires an (unrealistic) exponential growth in catalytic activity with increasing system size. Despite this criticism, the original claim (including its disputed argument) still seems to persist [30]. However, there is evidence that simple autocatalytic sets can actually be constructed experimentally [31,32,33]. This evidence, together with our own results reviewed below, make it at least plausible that autocatalytic sets indeed played a role in the emergence of proteins and DNA from an RNA world [34].




1.4. A scenario for the origin of life


Summarizing the above story, a plausible scenario for the origin of life that is gaining more support recently is as follows [6,19,35,36]:


(In)organic chemistry ⇒ Prebiotic metabolism ⇒ RNA world ⇒ Proteins ⇒ DNA








None of these steps have (yet) been proven beyond any doubt, but as argued above, they are certainly possible and there is actual evidence (theoretical and/or experimental) to support them.





2. Autocatalytic Sets


Autocatalytic cycles and sets seem to play an important role in more than one of the steps in the above OoL scenario, and are a necessary, although not sufficient, condition for life. Autocatalytic sets are defined more formally in [37] as follows. Given a network of catalyzed chemical reactions, a (sub)set  R  of such reactions is called:

	
Reflexively autocatalytic (RA) if every reaction in  R  is catalyzed by at least one molecule involved in any of the reactions in  R ;



	
F-generated (F) if every reactant in  R  can be constructed from a small “food set” F by successive applications of reactions from  R ;



	
Reflexively autocatalytic and F-generated (RAF) if it is both RA and F.





The food set F contains molecules that are assumed to be freely available in the environment. Thus, an RAF set formally captures the notion of “catalytic closure”, i.e., a self-sustaining set supported by a steady supply of (simple) molecules from some food set. Note that this notion of an autocatytic set is slightly different from the (chemical) use of the term autocatalytic reaction in which some molecule directly catalyzes its own production. With an autocatalytic set we do not mean a set of autocatalytic reactions, but rather a set of (arbitrary) molecules and reactions which is “collectively autocatalytic” in the sense that all molecules help in producing each other (through mutual catalysis) in some closed and self-sustained manner (supported by a food set). Thus, autocatalytic cycles, hypercycles, and collectively autocatalytic sets can all be seen as particular instances of RAF sets. Figure 1 shows a simple example.



This formal RAF framework was introduced and analyzed (both theoretically and computationally) in our previous work [37,38,39]. In particular, we:

	
Formalized the notion of a catalytic reaction system (CRS) and autocatalytic (RAF) sets;



	
Introduced a polynomial-time algorithm for determining if any CRS has within it an RAF set, and if so, finding such self-sustaining subsystems (including ones that are minimal);



	
Showed that only a linear growth rate (with system size) in catalytic activity is sufficient for RAF sets to appear with high probability in random instances of a simple catalytic reaction system based on polymer cleavage and ligation reactions (the original model of [26]).
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Figure 1. A simple example of a catalytic reaction system (CRS) with seven molecule types   { a , b , c , d , e , f , g }   (solid nodes) and four reactions   {  r 1  ,  r 2  ,  r 3  ,  r 4  }   (open nodes). The food set is   F = { a , b }  . Solid arrows indicate reactants going into and products coming out of a reaction, dashed arrows indicate catalysis. The subset   R = {  r 1  ,  r 2  }   (shown with bold arrows) is RAF: (1) The molecules involved in  R  are   { a , b , c , d }  , reaction   r 1   is catalyzed by d, and   r 2   by a, so  R  is reflexively autocatalytic (RA). (2) The reactants in  R  are either already in the food set (a and b) or can be created from it through   r 1   (c), so  R  is also F-generated (F). The RAF algorithm applied to this CRS would return the set  R . 
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Next to the above basic three requirements in an RAF we can easily build in additional assumptions to incorporate greater biochemical realism and to exclude trivial situations. Some such assumptions are:

	
Allowing some reactions to proceed without any catalysis;



	
Ensuring that at least some reaction products in the RAF are not contained in the food set F [39];



	
Ensuring that not all reactions are only catalyzed by molecules in F. In this case some of the catalysts must arise by either (i) being built up from F by a series of reactions, each of which was catalyzed by a molecule that has already been produced (starting from F)—this concept of a ‘constructively auto-catalytic and F-generated’ system was formalized and explored in [39]; or (ii) by being produced initially in trace quantities from non-catalyzed reactions (i.e. at much lower rates) which helps to establish an RAF for which the molecules’ production is possible via catalyzed reactions.





Fortunately it is straightforward to add some of these constraints to the definition of an RAF without seriously affecting either the algorithm for finding an RAF, or the mathematical analysis. Indeed, regarding the first assumption, one can formally dispense with catalysis altogether by regarding each catalyst as both a reactant and a product of a reaction, and introducing a ‘dummy’ molecule that catalyzes all reactions. However we have found it useful to separate out catalysis explicitly for our mathematical analysis of catalytic reaction networks.



It is also possible to express the RAF model within other mathematical frameworks—in particular, it can be rephrased within the context of Petri nets, a model that Sharov has used to study self-reproducing systems in biology in an early paper [40] (see also [41]). The concept of an RAF also shares some similarities with Rosen’s category-theoretic approach to metabolic closure [42,43]. Other mathematically-based models of autocatalysis have been proposed in, e.g., [44,45,46].




3. Autocatalytic Sets and the Origin of Life


The RAF framework is important and relevant to the origin of life in several ways. First, it places the notion of autocatalytic sets in a formal framework which can be (and has been) used and studied both analytically and computationally. This is a necessary first step when attempting to say anything about the plausibility of their appearance. As mentioned, other formal models have been introduced and studied previously, but many of these either already assumed the existence of one or more autocatalytic sets or cycles (such as the hypercycle [20,21,22] or the Chemoton model [44]), or their claims were based on flawed arguments (such as Kauffman’s original claim [26], as pointed out in [29]). Some claims (especially those arguing against the plausibility of autocatalytic sets) seem to lack any mathematical support at all [16]. So, having a mathematically sound model and computationally efficient method available to study the probability of the emergence of autocatalytic sets is an important step forward in itself.



Second, our RAF framework includes an efficient algorithm for finding autocatalytic sets in general reaction networks, which allows us to study their appearance both in model systems and in real (bio)chemical networks (such an algorithm was not provided with any of the other mentioned mathematical models of autocatalytic sets). In [37], we introduced a polynomial time algorithm for finding RAF sets, and applied it to Kauffman’s model of binary polymers with ligation and cleavage reactions [26,27]. The average running time of the algorithm was shown to be sub-quadratic (in the size of the reaction network). Therefore, it provides an efficient tool to study real (bio)chemical networks as well.



For example, recently the Beilstein database [47] of all known organic compounds and reactions was studied [48,49], showing that there is a core set (a strongly connected component) that contains only 4% of the compounds, but which together give rise to 78% of all known organic molecules in just a few reactions (three steps on average). These studies, however, did not take catalysis into account. It would be useful to apply the RAF algorithm to this same database of organic molecules and reactions, including the catalysis, and perform a similar analysis for the occurrence of RAF sets. In [49] the size of the reaction set studied was about 7 million reactions. The largest networks analyzed with the RAF algorithm in [37] were about 5 million catalyzed reactions, i.e., of the same order of magnitude as the Beilstein database. So, it is clearly possible to analyze this largest known real chemical reaction set with the RAF algorithm (which we hope to undertake in future work). Such an analysis could, for example, result in the identification of other possible candidates for prebiotic metabolism (like the reverse citric acid cycle), or provide useful directions for setting up chemical experiments to create autocatalytic sets in vitro, which is currently still one of the major challenges in systems chemistry [50,51].



As another example, complete metabolic networks of several organisms (mostly bacteria) were analyzed recently to find autocatalytically replicating molecules [52]. However, although highly original in its setup, the algorithmic method used in that study is not as mathematically complete as the RAF framework, and mainly finds individual molecules (as opposed to complete RAF sets). Therefore, this provides another setting where the RAF algorithm can be applied to analyze the occurrence of autocatalytic sets, which we indeed expect to do in the future. This could help in answering many questions about the appearance, size distribution, and structure of autocatalytic sets in real (evolved) biochemical networks.



Finally, and perhaps most importantly, the RAF framework has provided strong support for the claim that autocatalytic sets indeed have a high probability of occurrence, even with very moderate levels of catalysis. Our computational results in [37] indicate that only a linear growth in catalytic activity (with system size) is necessary for RAF sets to appear with high likelihood in Kauffman’s binary polymer model. This was subsequently verified analytically [39]. The level of catalysis necessary for RAF sets to occur in our simulations is between 1 and 2 reactions per molecule (on average), a number which is (bio)chemically quite realistic, especially for proteins [53,54,55]. This is in stark contrast to the exponential growth required in Kauffman’s original argument, and therefore re-instates his claim that in “sufficiently complex chemical reaction systems” autocatalytic sets will arise almost inevitably. Moreover, we have provided a formal way of quantifying “sufficiently complex”, in terms of the level of catalysis required. These results, combined with existing experimental evidence, make autocatalytic sets a serious and plausible candidate for consideration in origin of life scenarios.



It is important, though, to stress that the existence of an RAF, while necessary for the emergence of self-sustaining life, is far from sufficient for it for at least three reasons. Firstly, the approach ignores the concentration and stoichiometry of reactants, the possibility of degrading side reactions or the presence of molecules that inhibit other reactions, or complex catalysis in which a catalyst may remain bound at the end of the reaction to some of the products. However, as with the Petri net formalism [41], some of these extensions can be built into the model—for example inhibition in an RAF has already been modeled by a slightly more general definition of RAF in [39]. Secondly, the approach does not address (let alone solve) the ‘containment problem’ that requires reactions to be physically contained by some boundary or membrane so the reactants do not diffuse and reduce their concentrations. This is, of course, a problem faced by nearly all attempts to explain the origin of early life, and is not specific to the autocatalytic set, or metabolism first, point of view. Moreover, several proposed theories already exist to try to solve this ’containment problem’, for example by considering reactions that take place on the surface of some (inorganic, possibly catalytic) substance [13,14,41], or reactions contained inside tiny, naturally occurring compartmental structures in e.g., ocean-floor thermal vents [35,36], or even through the formation of self-organizing lipid membranes [56]. And thirdly, the RAF approach does not directly address the problem of heredity in prebiotic systems, and the role of natural selection. But here too, this issue arises in all approaches to early-life models, and is obviously directly related to the containment problem.



While it will be interesting and worthwhile to extend the RAF approach to handle some of these complexities, we see the basic necessity (rather than sufficiency) of RAFs in early life research as the justification for searching for such subsets in biochemical systems: The RAF concept is a simple, testable and searchable combinatorial criterion, and while few RAFs would furnish a viable basis for early life, restricting attention to them severely limits the possible candidates one needs to examine in trying to identify the origins of primitive biochemistry.




4. Summary and Outlook


Autocatalytic sets (in various forms) appear to have played an important role in the origin of life. However, the likelihood of their “spontaneous” occurrence has been debated for a long time and has not been resolved so far, partly due to a lack of mathematical models that can be analyzed formally. We hope to have made an important contribution towards filling this gap by the introduction and formal analysis of a mathematical framework of autocatalytic (RAF) sets. This framework includes an efficient algorithm for finding RAF sets in general catalytic reaction systems, and has provided strong support for a high likelihood of their occurrence even with very moderate levels of catalysis. The RAF framework currently still requires more chemical realism, but it nonetheless provides a promising first step towards a more formal study of autocatalytic sets in general. The next steps would be (1) to include dynamics into the models in the form of reaction kinetics and the evolution of reaction sets (for example by using a genetic algorithm to evolve reaction sets [57]), and (2) to use the RAF framework to analyze real (bio)chemical networks as discussed above (e.g., the Beilstein database and bacterial metabolic networks). For a different but somewhat related (topological) approach to formally analyzing the appearance of structure and organization in chemical reaction systems, see e.g., [58]. We expect that such formal models and analyses will eventually shed more light on the possibility and plausibility of the various origin of life scenarios, and that they will also be helpful in actually constructing autocatalytic sets experimentally.
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