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Abstract: Maritime shipping companies have identified continuous tracking of intermodal containers
as a key tool for increasing shipment reliability and generating important economies of scale. Equip-
ping all dry containers with an Internet-connected tracking device is a need in the global shipping
market that is still waiting to be met. This paper presents the methods and tools to build and test
a prototype of a Container Tracking Device (CTD) that integrates NB-IoT, BLE Mesh telecommuni-
cation and low-power consumption technologies for the massive deployment of the IoT. The work
was carried out as part of a project to build the so-called “5G Global Tracking System”, enabling
several different logistic applications relying on massive IoT, M2M standard platforms, as well as
satellite networks to collect data from dry containers when the vessel is in open sea. Starting from a
preliminary phase, in which state-of-the-art technologies, research approaches, industrial initiatives
and developing standards were investigated, a prototype version of the CTD has been designed,
verified and developed as the first fundamental step for subsequent industrial engineering. The
results of specific tests are shown: after verifying that the firmware is capable of handling the various
functions of the device, a special focus is devoted to the power consumption measurements of the
CTD to size the battery pack.
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1. Introduction

The standardization of logistics has made faster and more efficient connectivity be-
tween different parts of the world possible, facilitating international trade significantly
and contributing to the spread of globalization. Ninety percent of the freight is shipped
by sea travel in dry containers. Although goods loaded in dry containers generally do
not require specific environmental controls, damage to contents, delivery delays, theft
or loss during shipments are not uncommon. Cargo ships can transport up to several
thousand containers, and thanks to their increasing sophistication and digitization, they are
becoming increasingly efficient. The demand for marine cargo services is ever-increasing
in the supply chain, and therefore, it is crucial to know the status of not only the freight as
a whole but of each individual container. Moreover, for some new types of merchandise,
such as Electric Vehicles (EVs), there is a growing interest in the possibility of transporting
them via containers on container ships. The current regulations of maritime transportation
safety do not currently detail any additional equipment or specific vessel requirements to
address the shipment of EVs in containers. Despite that, EVs are considered dangerous
goods with a specific IMDG (International Maritime Dangerous Goods) code and may be
stowed with other IMDG cargoes; therefore, shipping companies are encouraged to assess
their own protocols and procedures and proactively implement appropriate additional
safety measures, intended to best enhance their own vessels’ safety and to protect their
crew, their vessel, the cargo and the marine environment.

Thus, for EVs and many other kinds of freight, it is very beneficial to know that the
intensity of mechanical shocks, temperature, humidity and pressure of the container are
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within a certain threshold. For these reasons, shipping companies primarily, as well as other
actors in the logistics chain (freight forwarders, port and customs authorities, shipment
clients) are showing a strong interest in equipping all dry containers with a real-time
monitoring and tracking device.

The tracking devices should be able to transmit data from each container in real-
time and thereby make supply chains more transparent and efficient. For example, they
can supply location data based on GPS, measure ambient temperature and monitor any
sudden shocks. The devices should integrate the latest energy-harvesting technology and
low-power consumption techniques to ensure that they have ultra-long service lives with
high-rate data transmission.

The digitalization of maritime transportation for dry containers is a complex challenge
that requires the development of a global operational monitoring system at every stage of
the containers’ intercontinental journeys (on land and at sea).

The challenge has been taken up by the project “5G Smart Edge Node and Smart
Objects Enabling Reliable Services Extended All over the Seas” (5G SENSOR@SEA), funded
by the Artes 4.0 program of the European Space Agency [1]. The project realized the
so-called “5G Global Tracking System (5GT System)”, enabling several different logistic
applications relying on massive IoT, OneM2M compliant [2] platforms, as well as satellite
networks, to collect data from dry containers when the vessel is in open sea [3].

The 5GT System comprises an NB-IoT framework on top of a hybrid terrestrial-satellite
network, providing information coming from the cargo-ship scenario (maritime domain)
and port terminals (terrestrial domain) to a oneM2M IoT cloud platform, making it available
to the customers’ application (see Figure 1).

A fundamental component of the 5GT System is the monitoring and tracking device
placed on dry containers, the so-called Container Tracking Device (CTD). It was designed
and developed by CNIT researchers, starting from the creation of a prototype and culmi-
nating in the engineered device used in final tests conducted in intercontinental navigation.

The research work presented in the present paper is part of the 5GT System project [1].
The paper addresses the challenge of designing, developing and testing the first prototype
version of the CTD. The goal is to show the initial fundamental step that enabled the
subsequent marine-grade implementation of the devices used in the final assessment of the
5GT System in an operational environment, which will be presented in a future article.

The contribution of this work is the following: Section 2 provides an overview of the
existing literature and research. Section 3 presents materials and methods for designing
the CTD prototype. Section 4 describes the results of the testing activity. In Section 5,
the results are discussed from the perspective of working hypotheses. Finally, Section 6
contains concluding remarks and future research directions.
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Figure 1. A 5GT system data flow based on different scenarios.

2. Related Works, Enabling Technologies and Standards

Smart containers, or containers equipped with electronics allowing them to be remotely
tracked and monitored, are not a new idea. If we consider only the segment of refrigerated
containers, real-time reefer container monitoring systems are established and affirmed
technologies in the market. Nevertheless, reefer containers have the particularity of being
powered or having their own source of power generation; thus, the communication can be
provided without particular constraints for the technologies adopted.
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On the other hand, the vast majority of containers, namely multimodal dry containers,
have not yet become ‘smart’ because there are still some gaps to be overcome.

Any universal smart container technology that is proposed to be viable for dry con-
tainers must have the following characteristics: low-cost system, usable on all continents,
easy installation and maintenance, capable of communicating in all stacking situations,
robust, durable and safe, powered by long-lasting batteries.

Some attempts to address this challenge are present in the literature. For example,
in 2010, a hybrid system composed of two kinds of tracking devices was proposed [4].
The first kind is a “full-function” device equipped with a GPS receiver, transceivers to
access Wi-Fi and ZigBee networks, and an RFID tag. These full-function devices require an
infrastructure-based Wi-Fi network to be present on the vessel and in the yard. The second
kind corresponds to “dummy” devices, which are only equipped with low-cost ZigBee
transceivers. “Dummy” devices can only be tracked with the assistance of “full-function”
devices. The limitations of this solution mainly lie in the necessity to connect the “full-
function” devices to a Wi-Fi network, which cannot be guaranteed in all ports worldwide.
Additionally, it is not realistically feasible to equip containers with two different types of
trackers, ‘full-function” on some and ‘dummy’ on others, as containers will have different
destinations during their journeys. It will be easy to find oneself in real loading situations
without ‘full-function” trackers because they are shipped somewhere else, hence lacking
connectivity for the ‘dummy’ ones.

Another study in 2012 was performed to retrieve the container location using an active
RFID-based real-time locating system (RTLS) [5]. To evaluate the proposed method, two
kinds of devices were implemented: an active RFID tag based on a low-power microproces-
sor and a 2.4 GHz RF module from NanoLOC placed on the containers, and some readers
consisting of ARM-based PXA255 core microcomputers running embedded Linux. The
method was evaluated and tested in a real container terminal environment containing many
shadow areas and verified that it outperforms a least square-based localization method.
However, there has not been a comparison provided with other off-the-shelf localization
methods (e.g., GPS-based), and there is no subsequent commercial implementation of
these devices.

More recently, several researchers have explored diverse communication systems
for container tracking. These include utilizing NB-IoT networks [6], satellite communica-
tions [7,8], and even a hybrid NB-IoT approach with satellite backhauling [3]. Additional
proposals suggest employing spread spectrum technologies like LoORaWAN [9], and even
AIS [10], typically used for ship-to-ship communications. Hence, the potential range
of communication systems applicable to container tracking is extensive, but in a highly
standardized environment such as containerized logistics, only approaches that ensure com-
pliance with global standards stand a chance of success. As an example, the experiments
with an LPWAN tracking platform based on the Sigfox network [11] have created expecta-
tions in the logistic domain that are, however, running up against the low penetration of
Sigfox network coverage worldwide.

Alongside the applied research in this field, commercial initiatives have emerged in
recent years proposing devices and tracking systems for dry containers; however, they
have not gained traction in the market yet.

The first systems based on the hardware and software technologies available before
4G are represented by the AVANTE [12] Intermodal Real-time Container Tracking Solution
and STARCOM Systems TETIS [13] Real-time Container Tracking System proposed for the
USA (the former) and UK (the latter) market. An analysis of those systems can be found in
Miller’s paper [14].

After that, the commercial initiative that has generated the highest expectations is the
“Traxens Box”, a version developed in 2017 with 2G/3G connectivity and a proprietary
mesh radio network [15]. Although major shipping companies (MSC, Maersk, and CMA
CGM) affiliated with the Digital Container Shipping Association (DCSA) [16] have shown
interest in the development of the Traxens device, none of them have yet decided to adopt
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it extensively for their current shipments. The latest version, the “Traxens-Box 3”, has
upgraded its cellular communication technologies, abandoned the mesh, and is currently
undergoing certification [17]. Recently, Traxens acquired a Next4 company offering a
competing product, i.e., a removable container tracker capable of crane lift-up detection
and door-opening detection, with BLE to connect to other sensors. The communication for
that device is generically declared as IoT, but no further specification is provided, except
that BLE is used for connecting to other sensors. The price of those devices is variable, up
to USD 300 [18].

The relevant shipping company Hapag-Lloyd [19] has announced that its container
fleet is currently equipping itself with devices from the established partner Nexxiot [20].
Furthermore, starting from the end of 2023, the installation of ORBCOMM devices has also
commenced. The cellular connectivity is based on 4G with a 2G fallback. BLE is used for
sensor communication, and no mesh network is implemented. It is not clear how the tracer
is connected to the satellite network. It seems that in the case of satellite connection, the
devices provided by ORBCOMM are used, but no detailed information is available about
the communication technology adopted during the open sea journey and the overall costs.

The digitization of containers appears to be at a turning point; all these initiatives
indicate that the shift toward comprehensive service coverage is now imminent. The
process is driven by three main trends: the increase in profit caused by high levels of
digitalization of supply chains, increased awareness of the capability of connected objects,
and new technology, which drives down costs.

For the characteristics we describe below, we find that the new disruptive communi-
cation technologies in this sector are NB-IoT for long-range coverage and BLE Mesh for
short-range communication.

NB-IoT is a 5G Low Power Wide Area (LPWA) cellular network [21] that supports a
large number of connections (Massive Internet of Things) with broad coverage, low energy
consumption, and cost-effectiveness [22]. The NB-IoT network is already active in most
countries worldwide (excluding Africa), as depicted in Figure 2. It can accommodate a vast
number of IoT sensors with very limited radio resources. It is the most suitable network for
monitoring dry containers on land in areas with cellular coverage. In the 5G SENSOR@SEA
project, an NB-IoT network with satellite backhauling was also deployed on the container
ship, demonstrating complete coverage for container monitoring and tracking, both on
land and at sea [23].

Both LTE-M & NB-loT LTE-M Only NB-loT Only

Figure 2. Global IoT cellular coverage map of the GSM Association [24].
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BLE Mesh Networks enable flexible and reliable communications for low-power
Internet of Things (IoT) devices thanks to several key features explained below [25].

BLE Mesh networks can self-organize without a central control point. Devices can
communicate directly with each other, extending the network range without relying on a
single central device. They are highly scalable and can handle a large number of connected
devices, allowing for the addition of new devices without compromising network func-
tionality. BLE is designed to consume minimal power, allowing battery-powered devices
to operate for long periods without frequent recharging. The mesh topology enables each
device to act as both a node and a relay, allowing data transmission through multiple nodes
and improving coverage and connection reliability. The mesh network offers multiple com-
munication paths, allowing data to find alternative routes in case a node encounters issues
or becomes disconnected. The network can adapt to environmental changes, automatically
adjusting communication paths to maintain a reliable connection.

These characteristics make BLE Mesh networks an attractive solution for various IoT
scenarios and applications that require efficient and reliable connectivity for a large number
of devices, including dry container monitoring.

At the conclusion of this section, we mention the international standardization ini-
tiatives that tracking devices for dry containers should adhere to in order to have better
chances of success in the highly standardized field of multimodal logistics.

ISO 18625 [26] guides the requirements (operational and otherwise) for a system and
its enabling devices used to track, monitor and/or report the status of the container, referred
to as the Container Tracking and Monitoring System (CTMS). With a tiered approach, the
standard specifies (a) a set of requirements for transferring information to and from a
container tracking device to/from an automatic data processing system; (b) functional
requirements necessary to ensure consistent and reliable operation of the CTMS; (c) features
to inhibit malicious or unintentional alteration and/or deletion of the information content
of the CTMS; (d) compliance to ISO 18185 [27] regarding the environmental characteristics
of operating devices.

In September 2020, the DCSA published IoT standards for gateway connectivity
interfaces for the global container shipping industry [28]. These standards are designed to
enable industry-wide interoperability between IoT devices (including “smart containers”)
and the supporting network infrastructure. The standards in this release align internal
radio communication protocols for IoT gateways, addressing the network connectivity
requirements for reefer containers, dry containers, and the RFID registration of these
containers. This publication is intended to serve as the foundational work to enable
interoperability at the gateways’ internal radio interface level for the defined use cases. It
would also be the basis for future IoT standard releases from DCSA, which, however, have
not yet occurred although planned.

Lastly, intending to standardize the fundamental information provided across the
carrier liner domain, DCSA provided the third version interface standard for track and trace
in March 2023. This document also intends to facilitate discussions around the exchange of
track and trace data between the different counterparts involved in the shipment(s) and
should lead to better accountability and traceability of activities concerning the shipment
of goods [29].

3. Materials and Methods

According to the implementation program of the 5G SENSOR@SEA project [1], this sec-
tion presents the materials and methods employed for the design activity of the prototype
of the CTD. They are summarized as follows:

Identification of the CTD technical requirements and functions;

Definition of the CTD’s architecture, including the specification of the employed radio
transceivers and the internal interfaces;

Specification of the hardware design;

Specification of the software design.
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3.1. CTD’s Requirements and Functions

The CTD is a device that can be installed on general-purpose maritime dry contain-
ers. It is a device compliant with ISO/TS 18625 [22], ISO 18185-3 [23], and ISO 668 [30]
standards based on low-cost and low-power consumption microprocessors suitable for
IoT. Its function is to monitor the status of containers in real-time, regardless of location
(land, near sea, open sea), through sensors (temperature, motion, pressure, humidity, door
opening, position) and two types of TX/RX radio interfaces: NB-IoT and BLE Mesh, in
addition to GNSS for position and timing. The NB-IoT interface allows the CTD to connect
to a base station installed onboard the ship (Open Sea) or to the land cellular networks
(near sea and terrestrial scenario). On the other hand, the BLE Mesh interface will allow
CTDs to establish mesh networks when the NB-IoT cellular connectivity is available only
for some CTDs, located in the area reached by the cellular signal, but not for those nearby.
In this situation, through the mesh network, it will be possible to propagate data from a
CTD, in provisioned sensor node configuration, to the CTD hooked to the NB-IoT cell in
NB-IoT visibility, which assumes the role of the gateway (see Figure 3). Considering the
conventional stacking methods of containers on ships and yards, we found that usually,
the maximum number of containers stacked is 5. For this reason, in the 5GT System, the
maximum number of nodes for each BLE Mesh has been limited to 5 as per the design.
The following sections will present the implementation of the first CTD prototype, and to
demonstrate its mesh functionality, 5 nodes will be put into communication.

Thus, the CTD is a battery-powered device with sensors, NB-IoT radio, BLE Mesh
radio, and GNSS, capable of operating in opportunistic ways as needed, such as:

1.  Monitor and trace unit with NB-IoT connectivity;

2. Monitor and trace unit, provisioner of a BLE Mesh network and NB-IoT gateway;

3. Monitor and trace unit, the provisioned device of a BLE Mesh network (source node
or relay).

4. Although, from a functional point of view, these three roles are distinct, from the HW
point of view, the CTD has exactly the same elements, both when it performs the
function of a mesh network node, when it performs the role of GW and when it just
transmits sensing data via NB-IoT. It is, therefore, the same device that contains all
the elements to perform all the functions, as described in the next subsection.

3.2. CTD'’s System Architecture
As can be seen from the CTD'’s architecture in Figure 4, there are essentially 5 HW blocks:

1. The microprocessor (MCU) controls all the system functions, also embedding the chip
for BLE Mesh radio;

2. The modem provides NB-IoT cellular connectivity and GNSS data reception;

3. The set of sensors (temperature, humidity, pressure, 3-axis motion for movement and
shock detection, container door opening);

4.  The set of antennas (cellular, BLE, GNSS);

5. The power supply battery pack (not shown in Figure 4).
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Figure 3. Representation of CTDs on the ship: devices at the top of the container stack perform as the
NB-IoT/BLE Mesh Gateway, and those below are nodes of BLE Meshes.

The CTD provides sensing and position data to a OneM2M compliant [2] platform in
the cloud through the NB-IoT cellular network. The GNSS receiver provides position and
timing data, the embedded sensors provide instant value data for temperature, humidity,
pressure, 3-axis motion for movement and shock detector, and container door opening.
This information is transmitted to the OneM2M compliant platform periodically, with a
time interval selected according to the intended use, or when an “alarm event” occurs,
notably when some physical sensing data are out of the limits set by the user of the CTD.

According to the architecture shown in Figure 4, the CTD also operates as a gateway
between the other nodes of a BLE Mesh network (left in blue) and the NB-IoT cellular
network. The information provided to the cloud platform is of the same type as the previous
case, but it is referred to as a sensor node of the mesh network.

The interfaces supported by each diagram block are described in Table 1 as follows
(see Figure 4 for the names).
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Figure 4. The architecture of CTD as GW between the BLE Mesh and the NB-IoT cellular networks.

Table 1. Interfaces of the CTD.

Interface

Description

nn

It is the communication interface between the MCU and sensors. Three kinds of
protocols are envisaged:

(a) Digital I/O: This is a digital communication interface between the MCU and a
sensor that enables the MCU to detect the presence or absence of a physical
phenomenon by measuring a HIGH or LOW signal from the wire connecting the
MCU to the sensor;

(b) 1-Wire: This is a half-duplex serial communication between a sensor and MCU;
the data from the sensor are sent serially over a single piece of wire connecting the
two chips;

(c) I2C: This is a synchronous full-duplex serial communication bus for attaching
lower-speed peripheral ICs to processors and microcontrollers in short-distance,
intra-board communication. The connection involves 2 wires (namely SDA and
SCK) where data are serially transmitted over one of the wires (SDA) and the second
wire (SCK) carries the clock signal used for synchronization of the bits.

12

It is the modem UART interface to obtain the modem cellular RX, TX, GNSS RX and
GNSS TX lines available for the main MCU.

I3

It is a radio link interface devoted to the BLE Mesh network protocols. It enables and
supports the provisioning of the BLE Mesh networks from the CTD gateway and the
communication between the CTD mesh nodes.

14

It is a radio link interface proving MULTI CONSTELLATION (GPS, GLONASS,
BEIDOU and GALILEO) NMEA sentences to the GNSS engine embedded in
the CTD.

I5

It is a radio link interface supporting the communication between the CTD and the
NB-IoT cellular network according to the 3GPP Release 14 STD. This interface is also
called the NB-IoT “Uu” Interface, as it links the NB-IoT UMTS Terrestrial Radio
Access Network to the user equipment.
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3.3. Hardware Design

This subsection shows the CTD’s electronic features used in order to meet the function
requirements specified in Section 3.1.

A preliminary analysis of the characteristics of development platforms most suitable
for prototyping the device of interest has been carried out. Starting from the IoT device
prototyping platforms available off-the-shelf, two possible approaches have been identified:

1.  Using Nordic devices and, more precisely, the Nordic Thingy:91 (already equipped
with BLE, NB-IoT and GPS radios and a set of sensors) for the SW prototyping
and the NRF9160 DK (which has the same processors as the Thingy:91) for the HW
prototyping (adding sensors, etc.);

2. Using devices with ESP32 as the main controller and BLE Mesh coupled to a Quectel
BG 95 cellular modem. For this approach, the ESP32 dev kit from Adafruit (HUZ-
ZAH32 ESP32 FEATHER STACK HDR) combined with a compatible Quectel BG95
modem shield has been selected.

The information and specifications on the datasheets were used to compare the two
approaches concerning their ability to meet the functional requirements.

From this initial analysis, it was found that both approaches are feasible, in princi-
ple, although each has advantages and disadvantages. In general, Nordic is less power-
demanding but more expensive, whereas ESP32 + Quectel is cheaper but more power-
demanding. Then, the devices for both approaches were purchased (see Figures 5 and 6)
and preliminary tests were performed: (1) set up the NB-IoT communication; (2) set up
BLE Mesh.

“PCB Top View [PCB Bottom View

Figure 5. The purchased Nordic Thingy:91 prototyping platform [31].

Figure 6. The purchased ESP32 prototyping platform (left), with Quectel BG95 shield (right).
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Regarding NB-IoT communication, using both Nordic and ESP32 + Quectel BG95
with SIM cards provided by TIM/Olivetti, it was possible to send position and sensor
data to the cloud. It is important to emphasize that the CTD is SIM agnostic, as standard
cellular technology is integrated into the system; notably, the authors also tested SIMs from
other mobile virtual network operators (e.g., INCE—DE, Telenor—NO, Arkessa—UK)
offering NB-IoT SIMs that work globally. The market is evolving rapidly in this regard;
other companies are claiming global roaming agreements, including TIM, ORBCOMM,
Things Mobile and even Satelliot.

Regarding BLE Mesh, with the Nordic approach, it was impossible to implement a
BLE Mesh network. We have found that although the nRF52840 chip is included in the list
of those that support BLE Mesh, in reality, this is not allowed in the current version of the
firmware that Nordic makes available for the Thingy:91, nor is an upgrade planned.

On the other hand, with the ESP32, it was possible to set up a BLE Mesh network. We
verified that once the mesh was established, it was possible to (a) send data requests from
the provisioner node toward the source sensor nodes and (b) send sensor data from the
source node toward the provisioner/GW node.

The insights we received from comparing the two approaches can be summarized
as follows.

1. Nordic approach: BLE Mesh is not feasible with Nordic Thingy:91/NRF9160 DK. On
this route, it is necessary to address the Nordic Thingy:53/nRF5340 DK (new product,
not yet available on the market and not yet fully documented). An NB-IoT modem
will need to be integrated into this platform (which, however, is already present on
the Nordic Thingy:91).

2. ESP32 + Quectel BG95 approach: we built a BLE Mesh network with the SGI sensor
node model; we configured the BG95, tested the connection to the TIM cellular
network and successfully sent JSON messages to the ICON platform (TIM/Olivetti).

In summary, the preliminary tests showed that the ESP32 + Quectel BG95 approach
is suitable for the CTD prototype development. The Nordic approach certainly remains
valid, in perspective, but requires further developments of new products that are not
yet consolidated.

As shown in Figure 7, the final choice for designing the CTD is to use the ESP32-
WROOM-32 module as the board controller and application processor. It is a generic
multi-radio module that targets a wide variety of applications, including low-power sen-
sor networks.

Humidity and 3-axis “nano” Pressure
Temperature accelerometer Sensor
SHTC3 SENSIRON LIS3DH ST LPS22HB STM
BATTERY POWER LINE [ e | 2¢ |
Li-SOCI2 |« . (w)
A 4 A 4 C

DC Power < l 3 §
SIM = =R
GNSS Antenna | - = G O
C t f = Digitall/o | ™) =
onnector 3 < | ESP32-WROOM-32 [ 1 2@
QUECTELBG95 S ; »
NB-loT Antenna | | NB-loT MODEM 4—& «@ < 2
Connector with GNSS  |,__enasie <

Figure 7. CTD block diagram.

At the core of this module is the ESP32-DOWDQ6 chip. The chip embedded is designed
to be scalable and adaptive. Two CPU cores can be individually controlled, and the CPU
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clock frequency is adjustable from 80 MHz to 240 MHz. The chip also has a low-power
co-processor that can be used instead of the CPU to save power while performing tasks that
do not require much computing power, such as monitoring peripherals. ESP32 integrates a
rich set of peripherals, including those needed for our project: UART and IC.

The electrical characteristics are suitable for use in a harsh environment such as the
marine one [32].

The ESP32-WROOM-32 implements the “ESP-BLE-MESH” according to the latest
Bluetooth® Mesh Profile v1.0.1. As can be read in the certificate “ESP BLE Mesh is Espres-
sif’s implementation of the SIG Bluetooth Mesh. It supports all SIG Bluetooth Mesh
Features, Server Models and Client Models. It is a portable and scalable embedded soft-
ware solution that operates with Espressif’s Bluetooth ICs family” [33]. Built on top of the
Zephyr Bluetooth Mesh stack, the ESP-BLE-MESH implementation supports device provi-
sioning and node control. It also supports such node features as proxy, relay, low-power
and friend.

To bring the NB-IoT and the GNSS connectivity to the main module, a compatible
shield is adopted. It is based on the BG95-M3 Quectel modem [34]. It is an embedded IoT
(LTE Cat M1, LTE Cat NB2 and EGPRS) wireless communication module with ultra-low
power consumption. It provides data connectivity on LTE-TDD/LTE-FDD/GPRS/EDGE
networks and supports half-duplex operation in LTE networks. It also provides GNSS
functionality to meet customers’ specific application demands. Two U.FL connectors are
used for internal or external Antennas (LTE and GNSS). The shield supports a nano-SIM
card to be inserted into the Hinged Lid SIM Card Holder type located at the top of the PCB.
All SIM card traces are ESD-protected. The network indication LED, located in the center
of the edge of the board lets us observe the modem network status. TPS63020 Buck-Boost
Converter is used to power the modem, so the shield is fully functional even with input
voltage dropping down to 3.3 V. DC/DC. The output voltage is also used to power LDO,
which provides 3.3 V. DC for the level translators, Open-Drain (OD) logic IC and active
GNSS antenna to be connected. The shield provides 3.3 V. DC power for the active GNSS
antenna. The extended operating temperature range of —40 °C to +85 °C makes it suitable
for harsh environments.

3.4. Software Design

The objective of this subsection is to describe the CTD software (v0) functionalities for
accomplishing both maritime and terrestrial scenario operations.

The SW was developed for CTD with ESP32 + Quectel BG95 + sensors to enable the
following functions for the intended use:

e  Monitoring and tracking unit sending UDP packets to a cloud OneM2M compli-
ant platform.

e  Monitoring and tracking unit, provisioner of a BLE Mesh network from the device,
which is also a gateway for NB-IoT/BLE Mesh networks.

e  Monitoring and tracking unit, a provisioned device of a BLE Mesh network (source
node or relay) for the device with NB-IoT off.

e  Monitoring and tracking unit, a gateway for NB-IoT/BLE Mesh networks, sending
packets to the cloud OneM2M compliant platform, with the information generated
from the sensor mesh nodes.

The activity consisted of developing the SW to establish the connection with the NB-
IoT cellular network and sending UDP packets with JSON payload. Furthermore, the SW
for enabling the gateway function NB-IoT/BLE Mesh has been developed in such a way
that the sensor data from a source node of the BLE Mesh is used to fill the content of the
JSON payload to be transmitted to the ICON platform.

Regarding the BLE Mesh, the activity consisted of adapting the SGI sensor model [35]
in order to provide the needed functions in two cases. Notably, once the mesh is established,
it is possible to:
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(a) Send data requests from the provisioner/gateway node toward the source sen-
sor nodes,
(b) Or send sensor data from the source node towards the provisioner/gateway node.

The firmware allows managing both event-driven and periodic data transmission,
with custom thresholds and time intervals set by the user. Furthermore, the firmware
manages the energy-saving functions to make the battery last.

The SW is implemented using the Real-time Operating System (RTOS) on ESP32. The
algorithm for the communication and data transmission is illustrated by the flowchart
given in Figure 8.

The microcontroller firmware implements the following features:

Reading the temperature, humidity, and pressure sensors;

Reading the accelerometer in order to identify significant movements and shocks;
Reading location (geographic coordinates, via GNSS);

Updating the time (via either GNSS, NB-IoT, or BLE Mesh);

Enabling communication (NB-IoT and/or BLE);

Provision (or join) a BLE mesh network;

Sending the read data to the ICON cloud platform; this can be achieved directly via
NB-IoT or other BLE mesh nodes (Relay and Gateway).

The device performs all these operations periodically, the interval of which is config-
urable. When not engaged in these tasks, the firmware puts all components in the lowest
supported and usable power mode to maximize battery life.

Thus, data are sent periodically during a transmission window where, depending on
the connectivity status of the radio interfaces, the device can assume the following roles:

NN

e  NB-IoT terminal: device that is under NB-IoT network coverage and sends data to the
ICON platform via the NB-IoT network;

e  Mesh node: device without NB-IoT network coverage but which is part of a BLE mesh
network; it sends its data to another node in the mesh network so that it is propagated
to the gateway node; each node in the mesh network also acts as a bridge (Relay) for
other neighboring nodes, forwarding their data;

o  Gateway NB-IoT/BLE Mesh: a device that is both under the coverage of the NB-IoT
network and part of the BLE mesh network; it sends both its own data and the data of
mesh nodes connected to it to the platform.

The role of the device is dynamic and determined by operational conditions. The role
has no impact on either the hardware or the firmware of the CTDs, which are all the same.

In order to allow all nodes to send their data periodically, they awaken “simultane-
ously” and, if necessary, establish a mesh network (or reuse the previous one, if available).
The simultaneity of awakening is related to the accuracy of the internal clock. The wake-up
window is, therefore, extended to compensate for the drift of individual device clocks.

To synchronize its clock, each CTD has three sources, which it uses with decreasing
priority, as shown:

1.  GNSS signal;

2. NB-IoT signal;
3. BLE mesh network.
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Figure 8. Flowchart of the algorithm instantiated for CTD’s communications.

4. Results

As mentioned in Section 1, a Proof-of-Concept (PoC) prototype CTD (see Figure 9)
was set up with the purpose of achieving the following primary objectives associated with
this applied research project:
1. Verify the instantiation of NB-IoT communication to the OneM2M-compliant platform;
2. Verify the interfacing of the sensors with the MCU;
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Accelerometer

3. Verify the provisioning of a BLE Mesh network and sensor data exchange with the
gateway node;
4. Verity the size of the battery pack by measuring the power consumption.

The setups shown in Figure 9 have been implemented for testing purposes in different
scenarios, consisting of five Huzzah ESP32 feather boards with ancillary elements as needed
for the tests.

Ideally, all the ESP32 boards should have had a Quectel BG95 shield mounted on top
of them, so that in the final CTD’s implementation, any one of them can send the data
to the cloud if the cellular connectivity is available, but since the test goals are to verify
the BLE Mesh capability, only one BG95 shield was used. It was only installed on the
provisioner/gateway node (which in Figure 9 is called “client” so that once the mesh is
provisioned, the BLE Mesh “client” node fetches the data from the BLE server nodes) that
can send data to the cloud. Furthermore, each ESP32 board should be connected to BME680
and ADXL 345 sensors to measure environmental data and shock detection, respectively, of
each individual container. Nevertheless, for the PoC implementation, only one BME 680
and only two ADXL 345 were available; therefore, only one of the BLE Mesh nodes (called
servers in Figure 9) has BME 680 and ADXL 345, and one of the BLE Mesh nodes has just
ADXL 345. Furthermore, in the PoC setup, the battery has not been used. The boards are
powered using the USB ports of the laptop. Since the door sensor was not available, it has
not been used in the PoC setup.

The results of each test are presented in the following subsections.
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Figure 9. CTD Proof-of-Concept setup [36].

4.1. NB-IoT Communication and Sensor Integration

The test consisted of only one device integrating both the sensors: the GNSS and
the NB-IoT module publishing data to the oneM2M platform on the cloud. Regarding
Figure 9, the test was essentially conducted by equipping ‘Server 4" with the BG95 shield
and NB-IoT and GNSS antennas. The ICON oneM2M-compliant TIM cloud platform [37]
was used to monitor the data in the cloud. Figure 10 shows the dashboard of the TIM
ICON cloud services that are used for this project. Data in the cloud can be viewed by
navigating to the resource tree and checking the data in the inbox corresponding to the
MSISDN code of the SIM put into the device. Figure 11 shows the CTD’s data on the TIM
ICON OneM2M compliant platform, hence verifying the NB-IoT connectivity, the sensors
and the GNSS operation.
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Figure 10. Dashboard of the ICON OneM2M compliant platform.
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JSON content
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Figure 11. Data published to the ICON OneM2M-compliant platform.

4.2. BLE Mesh Network

This test shows the verification of the provisioning and communication of the BLE
Mesh network, consisting of five nodes. Referring to Figure 9, one of the nodes was
made the provisioner/client of the mesh, and all other four nodes were made the provi-
sioned/server. The provisioner/client node is also the gateway for the NB-IoT/BLE Mesh
networks, with the BG95 shield.

The test showed that the device with the BG95 shield, after joining the NB-IoT cellular
network, was able to provision a BLE Mesh network and forward messages to the ICON
platform from the provisioned/server nodes. The devices that cannot connect to the NB-IoT
cellular network were provisioned as BLE Mesh nodes and published messages to the
ICON via the gateway.

Figure 12 shows an example of how the data produced by the devices are monitored.
Figure 13 shows the successful provisioning message displayed on the console of the
client nodes. Figure 14 shows, as an example, the monitoring console of the client mesh
node, with the payload of the data transmitted by the server; in Figure 15, the payload as
published to the ICON platform via the client gateway node is shown.
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Figure 12. Monitoring console of the devices [36].

Figure 13. Provisioning of BLE Mesh server nodes by the client [36].

4.3. Current Consumption Measurement

For current consumption measurement, the Nordic PPK2 module was used. For
monitoring the measurements, the Power Profiler Kit App with nRF Connect for Desktop
software (v3.4.3) was used. The practical setup is sketched in Figure 16.

There are two modes in the application, i.e., Source Meter and Ampere Meter. In
Source Meter mode, the PPK2 device acts as a battery source to power up the development
board. In the Ampere Meter mode, the PPK2 device acts as an ammeter to measure the
current. Since the goal of the task was to measure the current consumption, the Ampere
Meter mode was used. In the application, the sampling rate can also be changed. It should
be noted that more samples imply more accurate data but more consumption of resources.
Since spending the resources was not an issue, the maximum sampling rate has been
selected, i.e., 100 kSPS (kilo-Samples Per Second). Sampling time can also be changed in
the application. Since the scenario for the prototype is that the CTD will transmit data for 5
min, 4 times a day, the sampling time is kept at approximately 5 min. This will only capture
the power consumption in the active mode of the device, and from that, the behavior of the
device can be estimated over one year.



IoT 2024, 5 205

Figure 14. Console output showing data produced by a BLE server mesh node [36].

JSON content

Figure 15. Data published to the ICON platform from a BLE server mesh node [36].
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Figure 17 shows as an example the current measurement over one minute, for the
gateway node with all interfaces active. During this period, two transmissions with NB-IoT
and BLE Mesh occur, lasting about 15 s each. Figure 18 shows the current consumption
when the ESP32 processor is running in active mode with the BLE radio turned on, trans-
mitting periodic beacons. Figure 19 shows the current consumption when using the BLE
Mesh radio channel to transmit sensor data.
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Figure 16. Power consumption measurement setup [36].
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Figure 17. Current consumption with NB-IoT, BLE Mesh, sensors and GPS turned on [36].
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Figure 19. Current consumption during BLE Mesh usage [36].

5. Discussion

This section discusses the results of the tests described in Section 4, with a special
focus on the power consumption of the CTD. After verifying that the firmware is capable
of correctly handling the various functions of the device, namely NB-IoT transmission to
the OneM2M-compliant platform for sensor data (Figures 10 and 11), BLE Mesh network
provisioning by the provisioner/client node (Figures 12 and 13), and data transmission to
the OneM2M-compliant platform, by the provisioner node in NB-IoT/BLE Mesh gateway
mode (Figures 14 and 15), specific current measurements were taken to size the battery pack.

Section 4.3 explores the power consumption of the CTD in various scenarios through
multiple tests. The first test measures the current consumption of the device with ESP32 in
active mode with the BLE radio turned on but no sensors attached. The result is depicted
in Figure 18. The active mode current consumption for ESP32 is about 75mA. Spikes
indicate that the device periodically transmits beacons via the BLE Mesh radio. This fits
fine with the current consumption values declared in the ESP32 datasheet [32]. Figure 17
illustrates the graph of the tests in which all the modules were installed and were active.
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The interval of this window is one minute. It can be seen that the CTD is performing the
cycle of mesh provisioning, sensor reading and transmitting the data to the cloud twice a
minute. During the time interval of 13 s, the current consumption increased significantly
due to the activation of all the radios, including the GNSS antenna. This information can
be used to verify the current consumption calculations presented below and to propose
a battery pack suitable for the intended use. Figure 19 shows the energy consumption
during data transmission via BLE Mesh; the average consumption over 7 s is slightly higher
than the value of a full cycle of 60 s (with NB-IoT and GNSS on), as expected, but the
peak value is lower because, in the full cycle, the peaks are caused by the NB-IoT/GNSS
module operations.

Since the test shown in Figure 17 contains all the modules in the active mode, it is
taken as the worst-case scenario for sizing the battery pack. As can be seen, the data
transmission window is large, approximately 13 s, and occurs twice a minute. On the
other hand, the data are being read from the sensors for approximately 34 s between the
transmissions. When the data are being sent to the cloud, the pulses reach the maximum
current of approximately 350 mA and an average value of 215 mA. Hence, the worst-case
scenario would be when the device constantly consumes an average of 215 mA, when it
is in transmission mode, while when the device is reading the data from the sensors and
not transmitting it to the cloud, the CTD consumes approximately 150 mA on average.
Therefore, in a minute, the CTD is in transmission mode two times for 13 s each and
consumes 215 mA and then obtains the data from the sensors for 34 s, consuming 150 mA.
With this information, the total current consumption in a minute can be calculated, and
building on that, the current consumption of CTD in one year can be estimated to verify if
the proposed battery pack is viable. According to the intended use, the CTD will transmit
data to the cloud four times a day, and each transmission window is large, i.e., 5 min. We
refer to this as “active mode”. When the CTD is not in active mode, the processor turns
off all radios and reduces its operations, going into “deep-sleep mode”. The calculations
are carried out according to the aforementioned intended use and are presented in the
following equations:

Data Transmission in 1 minute (mAs) : 215 mA X 13 sec x2 = 5590 mAs, (1)

Sensor reading in 1 minute (mAs) : 100 mA x 34 sec = 3400 mAs, (2)
Charge consumed in 5 minutes (mAs) : (5590 mAs + 3400 mAs) x 5 = 44950 mAs, (3)
Charge consumed in 1 day in active mode (mAs) : 44950 mAs x 4 = 179800 mAs. (4)

When the device is in sleep mode, all the radios are turned off, and only ESP32 is
powered in deep-sleep mode, notably only the Real-Time Clock (RTC) memory and RTC
peripherals are powered up, Bluetooth connection data are stored in the RTC memory, and
the ultra-low power coprocessor is functional. From the ESP32 datasheet [32], we find that
the current consumption in this case is 150 pA. Let us calculate the period for the CTD in
deep-sleep mode in 1 day:

Deep sleep time in 1 day(s) : 24 h x 60 min x 60s —60s x 5min x 2 = 858005s, (5)

thus, the charge consumed in one day in deep-sleep mode is:

Charge consumed in 1 day in deep sleep mode(mAs) : 0.015 mA x 85800 s = 1287 mAs. (6)

The total charge consumed in one day by the CTID is given by the sum of
Equations (4) and (6). Finally, we express in Equations (7) and (8) the total charge re-
quired for one year (365 days) of operation in mAh (milliampere-hour) and the required
battery capacity, including 20% leakage:

Charge consumed in 1 year(mAh) : (179800 + 1287) mAs x 365/3600 s = 18360 mAh, 7)
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Required battery capacity, including 20% leakage(mAh) : 18360 mAh/0.8 = 22950 mAh. ®)

Hence, proposing a battery pack of 27,000 mAh (consisting, for example, of two
LSH20 SAFT batteries [38]) is viable even in the worst-case scenario for the intended use of
the CTD.

6. Conclusions

The work presented here shows the scope, the methods and the results of applied
research to develop a monitoring and tracking device for dry containers. This task is part
of the so-called 5GT system employing a novel combination of telecommunication tech-
nologies, notably 5G, Satcom, NB-IoT and BLE mesh, to realize a ubiquitous and massive
real-time monitoring service of intermodal containers. Starting from a preliminary phase,
in which the state-of-the-art technologies, research approaches, industrial initiatives and
developing standards were investigated, the following sections showed how a prototype
version of the Container Tracking Device (CTD) has been designed, developed and verified
as the first fundamental step. This enabled the subsequent industrial realization of the
devices used in the final assessment of the 5G SENSOR@SEA [1] project in an operational
environment, which will be presented in a future article currently in preparation.

The tests performed showed that the firmware is capable of handling the various
functions of the device. Furthermore, by measuring the power consumption measurements
of the CTD in different operating modes, it was possible to suggest the size of the battery
pack. Different operating modes of the device were tested, showing battery needs that can
be assumed as the baseline for future improvements.

Future works can be addressed to further optimize the power consumption. Energy
savings can be achieved by optimizing software, especially in the management of radio
transmissions and by introducing power systems with rechargeable batteries.

More generally, in the subject of “smart container” systems, important developments
are expected to be achieved with the integration of low earth orbit satellite communica-
tion technologies and 6G cellular networks for the massive development of the Internet
of Things.
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