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Abstract: The paper proposes a method for the calibration of spacing in dual-grating based on Multi-
ple Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (ICEEM-
DAN) combined with Hilbert Transform (HT), referred to as Multiple ICEEMDAN-HT. This method
addresses the potential impact of nonlinear factors on phase extraction accuracy, consequently on
ranging precision in the homodyne interference of the dual-grating. Building upon the ICEEM-
DAN algorithm, the signal undergoes iterative decomposition and reconstruction using the sample
entropy criterion. The intrinsic mode functions (IMFs) obtained from multiple iterations are then
reconstructed to obtain the complete signal. Through a simulation and comparison with other signal
decomposition methods, the repeatability and completeness of signal reconstruction by Multiple
ICEEMDAN are verified. Finally, an actual dual-grating ranging system is utilized to calibrate the
spacing of the planar grating. Experimental results demonstrate that the calibration relative error
of the Multiple ICEEMDAN-HT phase unwrapping method can be reduced to as low as 0.07%,
effectively enhancing the signal robustness and spacing calibration precision.

Keywords: grating spacing calibration; homodyne interference; signal decomposition; planar grating;
phase unwrapping; Atomic Force Microscopy (AFM)

1. Introduction

Grating spacing calibration is the pivotal technology for meeting the high-precision
positioning demands of nanoscale measurement technology, and has been widely used
in micro/nanofabrication, precision manufacturing, microelectronics, and other fields
rooted in nanotechnology research [1]. Common methods for grating spacing calibration
include long trace profiler (LTP) [2–4], scanning reference grating (SRG) [5–7], Atomic Force
Microscopy (AFM), and grating diffraction [8–10]. LTP enables the non-contact full-range
spacing measurement of gratings, but is characterized by its high cost and susceptibility to
occlusion and eccentricity effects. High-precision reference signals can be provided by SRG,
which are utilized for calibration and measurement of other gratings or optical systems.
However, SRG systems are typically complex and require precise design and debugging.
AFM offers high resolution, multifunctionality, and non-destructive capabilities, but faces
challenges such as high costs, slow imaging speeds, and stringent sample requirements.
Compared with the above three methods, grating diffraction is more convenient, simpler,
and faster. The local measurement is more uniform. However, errors in grating diffraction
arise from various factors including light source stability, the quality of grating fabrication,
optical path structure, and effects from grating misalignment and circuit errors [11,12].
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To enhance the accuracy of grating spacing calibration, a one-dimensional self-traceable
Cr nano grating was fabricated by the nano-metrology team led by Academician Li Tong-
bao at Tongji University [13], which has been approved as a national primary standard
substance. The grating spacing is 212.7705 ± 0.0049 nm, serving as a reference with strict
accuracy and stability. Therefore, the laser wavelength can be adjusted to improve light
source stability and reduce errors caused by uneven grating fabrication. In the actual cali-
bration process, both the optical path structure and grating misalignment can be adjusted
through physical methods [14].

The accuracy of the spacing measuring system primarily depends on the extraction
of the phase difference in the dual-grating. Ideally, one could obtain complete sinusoidal
interference signals with zero DC bias and equal AC amplitudes, which are orthogonal to
each other. However, in practical scenarios, factors such as fluctuations in energy due to
laser decay over time, internal noise of photoelectric conversion components, and external
disturbances caused by power supply to the vibration displacement stage can all manifest
as DC drift, amplitude fluctuations, and noise spikes in the interference signals, and then
lead to the generation of nonlinear signals. As a result, the accuracy of phase information
extraction is diminished, leading to significant errors in grating spacing calibration [15].
Therefore, in order to enhance the precision of grating spacing calibration, suitable signal
processing methods are required to extract genuine and precise phase distribution.

Currently, the phase information of grating interference signals can be characterized
through both time domain and frequency domain representations [16]. Traditional methods
for phase unwrapping in the time/frequency domain include Fourier Transform [17], power
spectral density estimation [18], Hilbert Transform [19], and arctangent phase shift [20].
These four methods are typically used for the global analysis of signals and are more
suitable for small sets of discrete points and steady signals. However, when dealing with
non-stationary and nonlinear signals, they are prone to being affected by noise, leading to
phase jump issues, and thus may not provide sufficient phase information [21]. In response
to the limitations of traditional algorithm, Professor Norden Huang [22] first proposed Em-
pirical Mode Decomposition (EMD) for time/frequency analysis in 1998. This pioneering
work laid the foundation for a series of signal processing techniques. In 2018, Deng Wen
et al. [23] combined EMD with Hilbert Transform. By adaptively decomposing signals into
several Intrinsic Mode Functions (IMFs) using EMD, they effectively retained the effective
components and reconstructed them after applying the Hilbert Transform. This method
successfully achieved denoising and phase unwrapping of nonlinear interference signals,
thereby mitigating the impact of nonlinearity on phase accuracy. However, IMFs decom-
posed by EMD exhibit mode mixing, and their ability to filter out noise is limited, thus
hindering further signal processing. In 2023, Yang Keyuan et al. [24] proposed a method
based on Complementary Ensemble Empirical Mode Decomposition (CEEMD) combined
with Hilbert Transform (CEEMD-HT). This innovative approach effectively suppresses
mode mixing, enhancing the robustness of signal noise. Despite its advancements, the
CEEMD-HT method still faces challenges in fully eliminating mode mixing, leading to
noise residue. Additionally, the decomposition efficiency of CEEMD-HT remains a concern,
warranting further investigation.

To this end, a high-precision dual-grating spacing calibration method is proposed in
this paper, termed Improved Complete Ensemble Empirical Mode Decomposition with
Adaptive Noise (ICEEMDAN) combined with Hilbert Transform (ICEEMDAN-HT). Based
on Empirical Mode Decomposition, the ICEEMDAN method is further optimized, and
the sample entropy threshold component selection mechanism is introduced to perform
multiple decomposition and reconstruction of signals. Sample entropy [25] is a widely
used entropy feature calculation method, which is used to describe the complexity of
time series. The advantages of using sample entropy are as follows: 1. the calculation
method does not depend on data length; 2. it has better consistency; 3. it is less affected by
signal data loss. Therefore, sample entropy can be employed as a fundamental criterion
for characterizing ICEEMDAN components. The IMFs stored after multiple iterations
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are summed and reconstructed, and then the phase information is extracted by Hilbert
Transform. The measurement result of AFM is utilized as the standard, and the calibration
results of this method are compared with those of other algorithms to assess its effectiveness
and decomposition completeness.

2. Theoretical Analysis
2.1. Principle of Dual-Grating Homodyne Interferometer Calibration

As shown in Figure 1, the homodyne interferometer spacing measurement system of
the dual-grating mainly consists of a laser source, dual-grating ranging optical path, signal
acquisition, and processing module. The linearly polarized light source is provided by the
single frequency laser, which is proportionally split at the polarizing beam splitter (PBS1)
after collimation. The beam enters the symmetrically structured dual-grating interference
region, where they are then directed into four beams through PBS2 and PBS3. Each beam
is incident onto the dual-grating from four non-overlapping, symmetric, parallel optical
paths at the Littrow angle [26,27]. The heights of the left and right incident spots are
consistent, and their positions along the centerline of the grating are relatively consistent.
The standard grating (G1) and the grating to be calibrated (G2) are positioned parallel to
each other on the nano-vibration displacement stage. When mechanical vibrations are
generated along the grid direction by the displacement stage, diffraction occurs at both
dual-gratings, and the −1-order diffracted light returns along the original path. Finally,
the interference phenomenon is captured by detectors (PD1, PD2), and the interference
signals are transmitted to a computer via a data acquisition card for signal processing.
The intensity of the interference signal obtained through the homodyne method can be
represented as I1, I2:

I1 = A1 + B1 cos(∆φ1) (1)

I2 = A2 + B2 cos(∆φ2) (2)

where A represents the DC bias (V) and B represents the AC amplitude (V) of the inter-
ference signal, while ∆φ denotes the phase difference. Then, the relationship between the
displacement difference ∆x due to mechanical vibration and the phase difference ∆φ can
be expressed as:

∆x1 =
∆φ1d1

4π
(3)

∆x2 =
∆φ2d2

4π
(4)

where d1 represents the standard spacing of the standard grating, and d2 represents the
measured spacing of the grating to be calibrated. Since two gratings move in the same
displacement direction, it follows that ∆x1 = ∆x2. By combining Equations (3) and (4), the
proportional relationship between the spacing and the phase difference can be obtained
as follows:

d2 =
∆φ1d1

∆φ2
(5)

d1 is a constant, and thus, only solving for the phase difference in dual-grating is
required. Subsequently, the spacing of the grating to be calibrated can be calculated by
Equation (5).

From the above equation, it can be inferred that the accuracy of the spacing measuring
system primarily depends on the extraction of the phase difference in dual-grating. During
actual measurements, inaccurately installed dual-grating can easily introduce Abbe and
cosine errors. In this paper, the grating alignment bracket on the displacement platform
is used to adjust the heights at the intersection of the dual-grating using geometric optics
methods, ensuring consistency in the alignment of the dual-grating, including pitch and
yaw, and parallel alignment of vectors. Subsequently, the displacement platform is driven
in the vertical direction of the grating motion, adjusting the grating alignment bracket
until the interference signal becomes invisible to the naked eye. This process filters out
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the effects of Abbe error and cosine errors on the measurement. Therefore, nonlinear
errors are the primary factors affecting phase extraction. From the standpoint of signal
processing techniques, the collected dual-grating interference signals are calibrated in
this article. Through the design and application of specialized calibration algorithms
specifically addressing nonlinear errors in grating interference, the precise extraction of
phase information from the signals is pursued. The objective is to diminish the influence of
nonlinear errors, thereby augmenting the accuracy and stability of the signals.
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2.2. The Basic Principle of ICEEMDAN

Empirical Mode Decomposition (EMD) is widely used and considered an effective
method for time/frequency analysis. Compared to wavelet threshold decomposition
methods, EMD has the advantage of not requiring the selection of basis function. It can
adaptively decompose signals based on the distribution of signal extrema, demonstrating
strong adaptability and frequency singularity. However, its drawbacks are also evident, as
mode mixing is prone to occur during the decomposition process. Specifically, adjacent in-
trinsic mode components often contain similar characteristic time scales, making it difficult
to distinguish overlapping portions of waveforms [22]. In response to this issue, Ensemble
Empirical Mode Decomposition (EEMD) was proposed by Wu and Huang et al. [28] in 2009,
which adds Gaussian white noise for decomposition and then utilizes ensemble averaging
to make components more regular, thereby enhancing the stability and robustness of EMD.
However, it also introduces the problems of significant noise residue, resulting in large
reconstruction errors. Complementary Ensemble Empirical Mode Decomposition (CEEMD)
was proposed by YEH J R et al. [24], which adds complementary white noise to cancel out
during ensemble averaging, so as to overcome the low completeness of EEMD. However,
CEEMD suffers from slow iteration efficiency, and IMFs are difficult to align in ensemble
averaging, affecting the decomposition of different orders.

Improved Complete Ensemble Empirical Mode Decomposition with Adaptive Noise
(ICEEMDAN) is an improved algorithm proposed to address the shortcomings of the
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aforementioned methods. By decomposing white noise using EMD and selecting the kth
order component to be added to the decomposition process, mode mixing and residual
noise are effectively suppressed, and the composition of pseudo-modes is greatly reduced.
As shown in Figure 2, the detailed decomposition process of ICEEMDAN is as follows [29]:

1. Firstly, define x(t) as the original signal in time series, x(t)(i) as the signal after adding
white noise, M⟨·⟩ as the local mean of the signal, ω(i) as the ith white noise with unit
variance and zero mean (i = 1, 2, 3, · · · , N), βk represents the standard deviation of
the noise, and Ek(·) as the kth IMF component after decomposition by EMD algorithm
(where the symbol ⟨·⟩ denotes the average).

2. Secondly, the first Gaussian white noise is decomposed by EMD to construct the

signal after adding white noise, which is expressed as x(t)(i) = x(t) + β0E1(ω
(i)),

where E1(ω
(i)) represents the first-order white noise component. The local mean

M
〈

x(t)(i)
〉

is obtained according to the formula E1(ω
(i)) = ω(i) − M

〈
ω(i)

〉
, and

then the first-order residual component r1 can be calculated by taking the average of
M
〈

x(t)(i)
〉

:

r1 =
〈

M
〈

x(t)(i)
〉〉

(6)

3. The first-order intrinsic mode component IMF1 can be obtained by subtracting the
original signal x(t) from the first-order residual component, which is expressed as:

IMF1 = x(t)− r1 (7)

4. The first-order residual component r1 is taken as the source signal of the second-order de-
composition, the second-order residual component is constructed by adding the second-
order white noise E2(ω

(i)), which can be expressed as r2 =
〈

M
〈

r1 + β1E2(ω
(i))

〉〉
.

Then, the second-order modal component is obtained IMF2 = r1 − r2. The kth resid-
ual is denoted as rk =

〈
M
〈

rk−1 + βk−1Ek(ω
(i))

〉〉
(k = 3, 4, · · · , N);

5. Step(4) is repeated until the maximum iteration of the SIFT algorithm or the modal
component is less than the local extreme value, the values of all components are
finally obtained, and the results are reconstructed into the original scale time domain
signal Y(t):

Y(t) = IMF1 + IMF2 + · · ·+ IMFk (8)
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2.3. Multiple ICEEMDAN-HT Phase Unwrapping Based on Sample Entropy Criterion

Suppose {y(N)} = y(1), y(2), . . . , y(N) is a time series signal composed of N compo-
nents. The signal data are organized into a vector sequence of dimension m, denoted as
Ym(i) = {y(i), y(i + 1), . . . , y(i + m − 1)}, where 1 ≤ i ≤ N − m + 1 for a given Ym(i). The
number of j(1 ≤ j ≤ N − m, j ̸= i), where the distance between Ym(i) and Ym(j) is less
than or equal to the similarity tolerance r. This count is denoted as Bi; by increasing the
dimension to m + 1, the number of j(1 ≤ j ≤ N − m, j ̸= i), where the distance between
Ym+1(i) and Ym+1(j) is less than or equal to the similarity tolerance r. This count is denoted
as Ai. Then: 

Bm(r) = 1
N−m

N−m
∑

i=1

(
1

N−m−1 × Bi

)
, 1 ≤ i ≤ N − m + 1

Am(r) = 1
N−m

N−m
∑

i=1

(
1

N−m−1 × Ai

)
, 1 ≤ i ≤ N − m + 1

(9)

According to Equation (9), the probabilities of obtaining matching points within
the similarity tolerance are calculated separately. Then, the sample entropy is expressed
as follows:

SampEn(m, r) = lim
N→∞

{
− ln

[
Am(r)
Bm(r)

]}
(10)

The modal components decomposed by ICEEMDAN of common noise signals are
typically selected based on the judgment of discriminant terms for addition and processing
to obtain reconstructed signals. However, such a method of directly removing high-
frequency and low-frequency components with low correlation may lead to the loss of phase
information of interference signal phase unwrapping, as well as insufficient repeatability
and stability of phase extraction. Although the advantages of the ICEEMDAN method lie
in its ability to reduce modal aliasing and residual noise, further improvement in signal
reconstruction quality necessitates secondary processing of both high-frequency and low-
frequency intrinsic mode functions (IMFs) obtained through decomposition. Adopting
alternative algorithms would significantly decrease the efficiency of signal processing.
Therefore, building upon ICEEMDAN, a Multiple ICEEMDAN-HT phase unwrapping
method based on sample entropy criteria is proposed to enhance signal reconstruction
quality while ensuring the efficiency of signal processing, as shown in Figure 3.

The specific process is as follows:

1. Firstly, the parameters for ICEEMDAN, including the standard deviation of white
noise, the number of white noise trials, and the maximum number of iterations, are
set. Then, the initial decomposition of the interferogram is performed to obtain the
vector representation of IMFs: [IMF1, IMF2, · · · , IMFk](k = 1, 2, · · · , N)

2. Secondly, the sample entropy threshold is set to 0.1~0.3. By judging whether
[IMF1, IMF2, · · · , IMFk](k = 1, 2, · · · , N) is within the range of 0.1~0.3, the nth IMFs
that reach the threshold standard are saved. The remaining IMFs outside the threshold
are summed and reconstructed, and the extremely low component with pth sample en-
tropy values close to zero is removed. The reconstructed signal of one decomposition
is obtained and expressed as:

Y(t)(1) =
N

∑
k=1

(
IMFk − IMFn − IMFp

)
(11)

3. Repeat step (2) until sample entropy values of all IMFs are outside the threshold range
after one decomposition.



Photonics 2024, 11, 443 7 of 19

4. Afterward, all the saved IMFs from each previous round of decomposition are com-
bined to reconstruct the final signal, which is denoted as z(t):

z(t) =
N

∑
i=1

(
IMFi

n

)
(12)

5. The Hilbert Transform (HT) is applied to z(t). HT can be considered as a 90-degree
phase shifter, which can also filter out DC drift while realizing phase shift, and is
defined as [19]:

∧
z(t) = H[z(t)] = z(t) ∗ 1

πt
=

1
π

∫ ∞

−∞

z(τ)
t − τ

(13)

In Equation (12), h(t) = 1/πt represents the convolution signal, which can also be
referred to as the window function of HT. z(t) is expanded in the form of Equation (1)
and HT: {

z(t) = b cos ∆φ(t)
H[z(t)] = b sin ∆φ(t)

(14)

The instantaneous phase difference in the interference signal is calculated as follows:

∆φ(t) = arctan
[

b sin ∆φ(t)
b cos ∆φ(t)

]
(15)

6. Finally, the grating spacing is calculated according to Equation (5).
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3. Experiment and Results Analysis
3.1. Simulation Experiment

A simulation experiment is adopted in this paper to verify the feasibility of the Multiple
ICEEMDAN method based on sample entropy criteria for effectively decomposing and
reconstructing signals. A simulated interferometric signal is constructed with a sampling
rate of 1000 Hz and a sampling time of 1 s. Additionally, the nonlinear conditions of
DC drift, high-frequency noise and distortion are added. The signal-to-noise ratio of the
interference signal is 8 dB. The same interference signal is processed by EMD, CEEMD,
and ICEEMDAN methods. The time domain diagram of the original signal is shown in
Figure 4.
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The instantaneous phase difference in the interference signal is calculated as follows: 
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6. Finally, the grating spacing is calculated according to Equation (5). 
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Figure 4. Time domain plot of the raw interference signal.

3.1.1. Performance Analysis of Multiple ICEEMDAN

Firstly, the effectiveness and repeatability of the Multiple ICEEMDAN decomposition-
reconstruction method using sample entropy as a criterion are analyzed. The initial pa-
rameters of ICEEMDAN are set as follows: the standard deviation of white noise is 0.2,
the number of noise realizations is 500, and the maximum iteration number is 5000. The
sample entropy threshold is set from 0.1 to 0.3, and the Multiple ICEEMDAN algorithm is
run 500 times. The upper limit of decomposition levels is set to 10.

The time domain diagram of signal multiple decomposition and reconstruction is
shown in Figure 5a. Ten waveforms in the figure, respectively, represent reconstructed
signals of order 1 to 10, all of which effectively remove noise burrs. By observing the
waveforms selected within the green and orange dashed boxes, it can be observed that
the waveforms of the first three orders are relatively intact and similar, indicating good
stability. However, from the 4th to the 10th order, varying degrees of fluctuation and
distortion are observed in the signal amplitudes. As the number of decomposition and
reconstruction increases, the manifestation of amplitude fluctuation and distortion becomes
more apparent. Therefore, it is evident that the Multiple ICEEMDAN method is highly
effective for noise reduction. Additionally, when the decomposition and reconstruction
are limited to the 1st to 3rd orders, complete and undistorted reconstructed signals can
be obtained. When the decomposition exceeds the 4th order, over-decomposition tends
to occur. Excessive iterations on the same scale result in redundant components covering
useful components, leading to the reconstruction signal incorporating these redundant
components, thus causing fluctuations in amplitude and distortion.
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The distribution of decomposition iterations required based on the sample entropy cri-
terion is depicted in Figure 5b. It is observed that among 500 algorithm runs, 107 instances
of 1st order ICEEMDAN decomposition were recorded, representing 21.4% of the total. The
most frequent decomposition iterations were for the 2nd order, with 156 occurrences, consti-
tuting 31.2% of the total. Additionally, 121 instances of 3rd-order decomposition iterations
were identified, accounting for 24.2% of the total. Decomposition iterations for orders 6
through 9 each accounted for less than 1%, while the 10th order had the highest proportion
at 6.8% among the higher orders. Based on the aforementioned data, the following can
be inferred: ICEEMDAN decomposition iteration based on the sample entropy criterion
is mainly concentrated within the first 3 orders. Moreover, a minority of cases exceeding
the 5th order may occur. Furthermore, the analysis suggests that when decomposition
iterations surpass the 4th order, a tendency towards over-decomposition emerges. This
results in the cyclic addition of redundant components with similar sample entropy values,
necessitating iteration until reaching the upper limit of the 10th order. This elucidates
the higher frequency of occurrences of 10th-order decomposition compared to orders 6
through 9.

In conclusion, the results obtained from the utilization of the Multiple ICEEMDAN
method, based on the sample entropy criterion, for the removal of high-frequency noise and
distortion from signals, present a promising outlook. Particularly notable is the exceptional
integrity and stability demonstrated in signal reconstruction when limiting decomposition
iterations to the 1st to 3rd orders. Moreover, the probability of completing iterations within
this range stands at approximately 80%, indicating rare occurrences of over-decomposition.
This observation highlights the method’s commendable repeatability.

3.1.2. Algorithm Comparative Analysis

Secondly, for comprehensive evaluation of the decomposition characteristics of the
EMD, CEEMD, and ICEEMDAN algorithms in comparison with the Multiple ICEEMDAN
method, they are applied to process the signal under nonlinear conditions involving added
high-frequency noise, DC drift, and distortion. Equally, the appropriate reconstruction of
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IMFs is selected based on the sample entropy criterion. In this simulation analysis, the
Multiple ICEEMDAN method is applied with a decomposition order of 2.

The signal is depicted in the form of STFT time/frequency diagram, as shown in
Figure 6. On the left side, spectrograms of both the original signal and the reconstructed
signals using the four algorithms are presented. Meanwhile, on the right side, 3D energy
distribution plots are showcased, allowing analysis through color distribution. Upon
combining the time/frequency and energy distribution diagrams, it can be observed that
all four methods exhibit a degree of capability in noise reduction and distortion mitigation.
Nevertheless, the effectiveness of decomposition in EMD and CEEMD is comparatively
inferior to that of ICEEMDAN and second-order ICEEMDAN. The EMD algorithm reliant
on the distribution of extrema points can encounter confusion when confronted with
multiple frequency components, potentially leading to mode mixing phenomena. Upon
examination of the local features of the STFT spectrogram derived from EMD, it becomes
apparent that not only are high-frequency components diffused, but also incomplete
features manifest in the time domain. Furthermore, based on the analysis of the 3D energy
distribution, it is observed that the average energy distribution of the signal remains
relatively low. This implies that the reconstructed signal is significantly affected by both
mode mixing and distortion. The EMD method fails to adequately address the distortion
issue and effectively suppress mode mixing. In contrast, the CEEMD method demonstrates
enhanced signal continuity, yet it exhibits a more pronounced characterization of regions
with higher frequencies. This is attributed to CEEMD’s utilization of white noise pairs
addition, which aims to maintain the signal’s fluctuation level consistently across the
time domain. While this approach offers the advantage of reducing mode mixing and
distortion, it also carries the drawback of potentially generating false modal components
and residual noise. As evidenced by the spectrogram of the CEEMD-reconstructed signal,
its energy distribution appears more uniform compared to EMD, albeit with small areas
exhibiting low energy. In the time/frequency graphs, both ICEEMDAN and second-order
ICEEMDAN reconstructed signals appear smoother, and significantly outperform EMD
and CEEMD, not only in terms of time domain continuity, but also in the removal of high-
frequency components in the frequency domain. This indicates that these two methods
effectively address the issues of mode mixing and residual noise from the former, while
also mitigating the impact of distortion. Furthermore, upon examination of the 3D energy
distribution plots, it is evident that the energy distribution of the reconstructed signals by
both methods is relatively uniform. However, ICEEMDAN exhibits a portion of energy
with very low magnitude at the edges, whereas second-order ICEEMDAN demonstrates
the most uniform distribution.

To facilitate a clearer comparison of the decomposition and reconstruction results
among the four algorithms, the reconstructed time domain signals are overlaid on the
same coordinate axis with localized zooming for analysis. Subsequently, each of the four
methods is repeated 50 times, and the time consumed for each iteration of each method
is calculated, with the curve being fitted to compare the efficiency of decomposition and
reconstruction among algorithms. Finally, three evaluation indicators are employed: root
mean square error (RMSE), signal-to-noise ratio (SNR), and correlation coefficient (CC) are
employed to calculate the results [30]. The degree of similarity between the reconstructed
signal and the original signal is reflected by RMSE and CC, while the degree of signal
denoising is reflected by SNR. The calculation formulas of the three evaluation indicators
are as follows:

RMSE =

√√√√ 1
N

N

∑
i
(Ai − Âi)

2 (16)

SNR(dB) = 10 × log10(
psignal

Pnoise
) = 10 × log10(

N
∑
i

A2
i

N
∑
i
(Ai − Âi)

2
) (17)
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Figure 6. Time/frequency analysis of reconstructed signals using different methods.

As shown in Figure 7, the first and second diagrams on the left illustrate localized
magnifications of the time domain signal reconstructed by the four methods. The excerpted
segment corresponds to the positions of two adjacent peaks within one cycle. It is note-
worthy that both EMD and CEEMD represent distortion phenomena on the two peaks,
with EMD exhibiting more severe distortion. In contrast, the peaks in the second-order
ICEEMDAN signal remain relatively intact compared to the other methods, consistent
with the results of the aforementioned time/frequency analysis. The three images on
the right display the calculated results of three evaluation metrics for the four methods.
Numerically, it can be observed that SNR of second-order ICEEMDAN is the highest at
15.066, the RMSE is the lowest at 0.624, and the CC is 99.1%, all of which outperform the
other three methods. The results of ICEEMDAN are also closely aligned with those of the
second-order ICEEMDAN, with a CC of 98.8%, SNR of 14.012, and RMSE of 0.704. In the
third image on the left, the dashed lines represent the iteration time for 50 repetitions of
each method, while the solid lines represent the average iteration time. Among them, EMD
exhibits the highest efficiency with an average iteration time of only 1.218 s, while CEEMD
necessitates the longest iteration time, requiring approximately 9.453 s per iteration. The
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average iteration time of ICEEMDAN and second-order ICEEMDAN is 2.450 s and 3.508 s,
respectively, approximately twice and three times that of EMD.
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Based on the time/frequency analysis and performance comparison of the four meth-
ods, it can be seen that the characterization effect of reconstructed signals from EMD and
CEEMD is poor. Despite EMD exhibiting the highest iteration efficiency, its performance is
significantly hindered by nonlinearity. CEEMD approaches the reconstruction completeness
of ICEEMDAN and Multiple ICEEMDAN, but its iteration efficiency is notably poor, thus
hindering the attainment of optimal reconstruction results. Multiple ICEEMDAN emerges
as the method with the best overall performance, and the completeness and stability of
signal reconstruction are verified. However, the addition of sample entropy discrimination
in the Multiple ICEEMDAN algorithm introduces an extra process, which increases the
total number of global iterations compared to ICEEMDAN. Therefore, its drawback lies in
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the slightly slower iteration speed compared to ICEEMDAN. Finally, through simulation
experiments, the Multiple ICEEMDAN method proposed in this paper can be applied
to nonlinear signal decomposition and reconstruction, and effectively remove excess fre-
quency components, which lays a foundation for Hilbert Transform phase unwrapping of
reconstructed signals.

3.2. Spacing Calibration Experiment

One-dimensional chromium nanograting standard material developed by Tongji Uni-
versity, also known as self-traceable grating [8], has been approved as a national first-level
standard substance. It is used as the standard grating involved in the spacing calibration
experiment of homodyne interferometer of dual-grating. The spacing of this standard
grating is 212.7705 ± 0.0049 nm, which is rigorously traced back to the natural constant
of Cr atoms without measurement. Therefore, by using the self-traceable grating as the
standard grating of the spacing calibration system, the shortcomings of ordinary diffraction
grating which are prone to engraving errors and periodic errors can be overcome. The
planar reflective grating with 3600 lines is selected as the grating to be measured. The
specific parameters of both the self-traceable grating and the planar grating are summarized
in Table 1.

Table 1. The relevant technical parameters for self-referencing grating and planar grating.

The Type of Grating Self-Traceable Grating Planar Grating

Grating area material Cr /
Substrate material Si Float glass

Size/mm 1.5 × 3 25 × 25 × 6
Linear density (Lines/mm) 4700 3600
Spacing standard value/nm 212.7705 ± 0.0049 277.8
Littrow angle at maximum

diffraction efficiency (θ) 72.5◦ 46.8◦

As shown in Figure 8, the spacing calibration system for homodyne interferometer of
dual-grating is set in a 10,000-class optical clean laboratory and placed on an optical air
float platform. The ambient temperature is kept at 20 ± 0.5 ◦C and the humidity is kept in
the range of 55 ± 10%. As a light source, the output beam size of the external-cavity diode
laser (ECDL) at 405 nm ranges from 1 to 3 mm, with the far-field divergence angle being
less than 2 mrad. It is typically operated in a narrow linewidth state of less than 500 kHz.
The piezoelectric driven nano positioning stage (P66.X60S) is used as the driving device.
Due to the influence of the driving frequency of the displacement stage on the quality of
the interference signal, the driving frequency has been determined to be 1 Hz after multiple
adjustments to ensure that the interference signal reaches its optimal state. The signals
are simultaneously collected by silicon band amplification detector (PDA10A2) and data
acquisition card (NIcDAQ-9174). The main experimental parameters are set as follows: the
output voltage range is ±10 V, the sampling frequency is 10 kHz, the single sampling time
is 0.1 s, and there are 1000 sampling points.
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Figure 8. Homodyne interference measurement system with the dual-grating for spacing calibration.

The initial interference signal sequence of the dual-grating is synchronously collected
by the data acquisition card. After extracting a segment of signals from the dual-grating
within the same time interval of 0.1 s, the EMD-HT, CEEMD-HT, ICEEMDAN-HT, and
Multiple ICEEMDAN-HT methods are, respectively, employed for decomposition and
reconstruction. The phase difference within 0~0.1 s is solved by phase unwrapping the
reconstructed signal. Finally, the phase difference in the self-traceable grating and the
planar grating, along with the spacing of the known self-traceable grating, are substituted
into Equation (5), allowing the calibration of the spacing of the planar grating. The initial
interference signal of the dual-grating and the phase unwrapping with Hilbert Transform
are illustrated in Figure 9a. It can be seen from the detailed diagram that the Hilbert
Transform is directly utilized to extract the phase of the original signal. However, the
influence of nonlinear factors is relatively significant, and the phase information cannot be
accurately provided, resulting in a substantial spacing measurement error. Hence, further
calibration of the grating spacing is required using this method. Figure 9b–e represent the
results obtained by employing the four aforementioned methods for phase unwrapping.

As shown in Figure 9b–e above, progressing from left to right, the diagrams showcase
the following: the instantaneous phase expansion diagram of the self-traceable grating and
planar grating, the instantaneous phase difference between adjacent time points along with
the fitted line, the ratio of the fitted lines for the instantaneous phase differences in the
dual-grating, and the fitted line for the ratio. Given that the Hilbert Transform is prone to
produce boundary effects, as shown in the left figure, the method of fitting is adopted to
enhance calculation accuracy and mitigate boundary impact. Finally, the phase difference
ratio of the two gratings within 0~0.1 s can be calculated by averaging each point on the
ratio fitting line. Therefore, the phase differences and their ratios between the reference
grating and the test grating are given, as well as the known spacing of the reference grating,
the spacing of the test grating can be calculated using the proportion Equation (5). The
calculation results are presented in Table 2.
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Table 2. The spacing calibration results for the 3600 lines planar grating.

Phase Unwrapping
Method

Phase Difference Ratio
within 0 to 0.1 s

Calibration Spacing for
This Experiment/nm

Spacing Average of AFM Scans/nm

277.5
Std/nm Re/%

EMD-HT 1.2474 265.4 12.1 4.36
CEEMD-HT 1.2836 273.1 4.4 1.58

ICEEMDAN-HT 1.2954 275.6 1.9 0.68
Multiple ICEEMDAN-HT 1.3033 277.3 0.2 0.07

In order to compare the phase extraction results of the four methods with a unified
standard, the planar grating is scanned and measured by the Atomic Force Microscopy
(AFM) calibrated with the self-traceable standard material. As shown in Figure 10, within
any 10 µm × 10 µm region in the effective evaluation area, after obtaining the average
spacing of the planar grating through 30 consecutive scans and processing it with various
reasonable algorithms, the relatively accurate period of the grating is determined to be
277.5 nm. The spacing calibration results of this experiment are compared with the AFM
measurement results, which serve as the standard, as shown in Table 2. The results indicate
that calibration for the 3600-line plane grating can be achieved by all four methods. Among
them, the EMD-HT method exhibits the poorest calibration effect, with a calibrated spacing
of 265.4 nm, a standard deviation of 12.1 nm, and a relative error of 4.36%. Conversely, the
Multiple ICEEMDAN-HT method demonstrates the best calibration effect, with a calibrated
spacing of 277.3 nm, a standard deviation of 0.2 nm, and a relative error of only 0.07%.
Compared with the other three methods, the accuracy is increased by 4.29%, 1.51%, and
0.61%, respectively. Thus, it can be concluded that the method proposed in this paper
effectively enhances the robustness of the signal and the stability of distance measurement,
leading to a significant improvement in phase accuracy.
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4. Discussion

In this paper, a signal decomposition and phase unpacking method of Multiple
ICEEMDAN-HT is proposed. Firstly, the principle of the dual-grating homodyne in-
terference spacing measurement system and the algorithm principle of ICEEMDAN are
explained, and then the sample entropy criterion is creatively added on the basis of ICEEM-
DAN. The processing process of Multiple ICEEMDAN-HT is analyzed and summarized.
Through the double verification of simulation and experiment, the feasibility of the Multiple
ICEEMDAN method is proved, and the algorithm has good repeatability. The method can
also effectively improve the robustness and stability of the signal, reduce the influence of
nonlinear factors, and improve the measurement accuracy. It can be summarized as follows:

1. In contrast to conventional signal decomposition methods where IMFs require sec-
ondary processing with other signal processing methods to obtain the final result, the
extraction of IMFs in the Multiple ICEEMDAN method relies on the sample entropy
criterion. This ensures an effective signal decomposition while also enhancing the
efficiency of signal reconstruction.

2. The Multiple ICEEMDAN method eliminates the phenomenon of mode mixing com-
pared to EMD, resulting in a more complete decomposition. Compared to CEEMD, it
reduces residual components and enhances decomposition efficiency. Compared to
ICEEMDAN, the method increases the accuracy of reconstructed signals.

3. The multiple ICEEMDAN-HT method is an exceptionally effective phase unwrapping
technique, capable of improving the precision of grating phase extraction to the
nanometer level.

4. The multiple ICEEMDAN-HT method focuses on the decomposition, reconstruction,
and phase extraction of interference signals. Therefore, whether it is a reflective or
transmissive grating, this method can be applied to calibrate it.

Furthermore, the Multiple ICEEMDAN-HT method can also be further researched in
the future in the following aspects:

1. The iteration efficiency of Multiple ICEEMDAN is not ideal, thus necessitating the
exploration of more advanced and rapid techniques to replace the sample entropy
criterion, such as energy characteristics and singular spectrum analysis, to enhance
the evaluation of algorithmic convergence behavior.

2. The Multiple ICEEMDAN method can be combined with other signal processing
techniques to conduct a more in-depth analysis of signal characteristics, thereby being
applied to more complex nonlinear and non-stationary signal processing.
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5. Conclusions

This paper addresses the nonlinear influences on ranging of dual-grating. The Multi-
ple ICEEMDAN-HT phase unwrapping method based on the sample entropy criterion is
proposed, built upon the ICEEMDAN algorithm. Experimental verification is conducted
using a practical dual-grating ranging system. Compared with several existing signal de-
composition and reconstruction methods, the Multiple ICEEMDAN-HT method achieves
a calibration relative error as low as 0.07%, with higher calibration accuracy than other
signal decomposition methods. The results demonstrate that the robustness of signals and
the stability of distance measurement can be effectively enhanced through the Multiple
ICEEMDAN-HT phase unwrapping method based on the sample entropy criteria. Addi-
tionally, the impact of nonlinear factors on phase accuracy can be reduced. This method
holds significant application significance for the research of real-time signal measurement
and instantaneous processing efficiency.
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