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Abstract: Underwater target detection is a critical task in various applications, including environ-
mental monitoring, underwater exploration, and marine resource management. As the demand for
underwater observation and exploitation continues to grow, there is a greater need for reliable and
efficient methods of detecting underwater targets. However, the unique underwater environment
often leads to significant degradation of the image quality, which results in reduced detection accu-
racy. This paper proposes an improved YOLOv5 underwater-target-detection network to enhance
accuracy and reduce missed detection. First, we added the global attention mechanism (GAM) to
the backbone network, which could retain the channel and spatial information to a greater extent
and strengthen cross-dimensional interaction so as to improve the ability of the backbone network to
extract features. Then, we introduced the fusion block based on DAMO-YOLO for the neck, which
enhanced the system’s ability to extract features at different scales. Finally, we used the SIoU loss to
measure the degree of matching between the target box and the regression box, which accelerated the
convergence and improved the accuracy. The results obtained from experiments on the URPC2019
dataset revealed that our model achieved an mAP@0.5 score of 80.2%, representing a 1.8% and 2.3%
increase in performance compared to YOLOv7 and YOLOv8, respectively, which means our method
achieved state-of-the-art (SOTA) performance. Moreover, additional evaluations on the MS COCO
dataset indicated that our model’s mAP@0.5:0.95 reached 51.0%, surpassing advanced methods such
as ViDT and RF-Next, demonstrating the versatility of our enhanced model architecture.

Keywords: YOLOv5; deep learning; object detection

1. Introduction

With the vast majority of the world’s oceans still unexplored, the ability to accurately
detect and locate underwater targets such as minerals, oil and gas deposits, and marine life
is essential for sustainable and effective resource management. Underwater target detec-
tion technology includes a variety of methods, such as sonar and acoustic imaging [1–3],
magnetic and electromagnetic sensing [4,5], and visual inspection using remotely operated
vehicles (ROVs) and autonomous underwater vehicles (AUVs). These technologies allow
researchers and industry professionals to map the seafloor, identify potential resource
deposits, and locate marine life for conservation or fishing purposes. However, one major
disadvantage of acoustic imaging is that sound waves may be absorbed or scattered by
various obstacles, leading to decreased resolution and difficulty in detecting small or distant
objects. In addition, it may be affected by environmental factors such as water temperature
and salinity, which can further complicate the imaging process. Similarly, electromagnetic
sensing imaging may also be hindered by physical obstacles and the properties of the
materials being imaged. For example, electromagnetic waves may be blocked or distorted
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by conductive materials, leading to incomplete or inaccurate imaging results. Both of these
require specialist and expensive equipment. In contrast, the images obtained through the
visible light band can be of higher resolution and lower cost and are more visual, which
makes it a widely used solution.

Nevertheless, in the challenging underwater environment, the obtained image still
suffers from different degrees of degradation, such as color distortion [6–10], low light
and contrast [11,12], and haze-like effects [11–19]. The original YOLOv5 model is easily
affected by the above problems. It does not have an effective mechanism to protect the
network from these less important or even harmful features. An attention mechanism
could greatly alleviate this problem. The idea behind learning the attention weight is to let
the network narrow and lock the focus area, before finally forming the focus of attention,
which is very important for target detection. This mechanism helps to refine the perceptual
information while preserving its context. In the past few years, many efforts have been
made to effectively integrate various attention mechanisms into the deep convolution
neural network architecture to improve the performance of detection tasks, and these have
proven effective.

The deployment of underwater target detectors is constrained by limited hardware
resources, which requires the detector to achieve high detection accuracy with inadequate
hardware support. YOLOv5 uses the same structure for training and inferencing, which
not only limits its accuracy, but also increases the requirements for the hardware standards
of the model on the inferencing side. Inspired by DAMO-YOLO [20], we believe that
the introduction of reparameterization and a fusible structure is a suitable way to solve
this problem.

Underwater objects present unique challenges to the detector due to their small size,
being hidden from view, or being situated against a complex background. These factors
increase the demands placed on the detector’s regression branch. Traditional IoU loss
functions (i.e., DIoU/CIoU [21], GIoU [22], EIoU [23], and ICIoU [24]) predict the distance,
overlapping area, and aspect ratio of the ground truth box. However, these loss functions
are not effective when the directions of the ground truth box and the predicted box are
inconsistent. This defect causes the position of the prediction box to fluctuate continuously
during the training process, resulting in slower model convergence and lower accuracy.

In this paper, we propose a new underwater target detector based on YOLOv5 to
address the above problems. Our contributions are detailed as follows:

• We added a global attention mechanism (GAM) to YOLOv5 to help the backbone focus
on the key area, avoiding confusion due to the challenging underwater backgrounds.

• Inspired by DAMO-YOLO, we introduced a multi-branch reparameterized structure
to improve the aggregation of multi-scale features, which made our model more
accurate and robust under complex conditions.

• We introduced the SIoU loss function to improve the accuracy and accelerate the
convergence.

• The proposed underwater target detector takes into account the smaller computa-
tional overhead and higher computational accuracy. The experimental results on
the URPC2019 dataset showed that the mAP@0.5 of our model was 1.8% and 2.3%
higher than that of YOLOv7 and YOLOv8, respectively. In addition, supplementary
experiments on the COCO dataset proved that our improvement can also be applied
to land target detection.

2. Related Works
2.1. Object Detection

In terms of structure, target detectors based on deep neural networks can be di-
vided into three parts, namely the backbone, neck, and head. The backbone is used to
extract image features. Common backbones include VGG [25], ResNet [26], CSPNet [27],
and Swin Transformer [28], and lightweight backbone networks include ShuffleNet [29,30],
MobileNet [31–33], and RepVGG [34].
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The neck is designed to make more effective use of the features extracted from the
backbone network and give play to the advantages of multi-scale features. The current
designs tend to use several top-down and bottom-up paths for connection, so as to facilitate
the aggregation of backbone network features at different stages. In the field of underwater
object detection, the SA-FPN [35] fully utilizes the pyramid structure to perceive features at
different scales. Other popular neck networks include the FPN [36], PAN [37], BiFPN [38],
ASFF [39], and RepGFPN [20].

The head is usually divided into one-stage target detectors and two-stage target detec-
tors. Their main difference lies in whether they predict the object category and boundary
box at the same time. Most early target detection models used two-stage target detectors,
such as the famous RCNN model [40] and the subsequent variants Fast RCNN [41], Faster
RCNN [42], and Mask RCNN [43]. Boosting RCNN [44] is the latest underwater target
detector based on the RCNN, with detection accuracy surpassing many previous two-stage
detectors. These two-stage target detectors have the advantage of high accuracy, but it
is difficult for the referencing speed to meet the needs of real-time detection. In contrast,
single-stage target detectors have faster inference speed, and after years of development,
these detectors have also achieved a relatively high accuracy. Popular one-stage target
detectors include SSD [45], RetinaNet [46], and the YOLO series [47–54].

2.2. Attention Mechanism

In the field of computer vision, researchers use attention mechanisms to improve
the performance of networks. Common attention mechanisms can be divided into three
categories: channel attention, spatial attention, and channel and spatial attention.

With the proposal of squeeze-and-excite networks (SENets) [55], efficient channel
attention calculation became an important way to improve the performance of networks.
SENets have a simple structure and remarkable effect. They can adjust the feature response
between channels through feature recalibration. The important components of channel
attention include the global second-order pooling block (GSoP) [56], the style-based re-
calibration module (SRM) [57], the effective channel attention block (ECA) [58], and the
bilinear attention block (Bi-attention) [59].

As for spatial attention mechanisms, the recurrent attention model (RAM) [60] was
the first to incorporate RNNs in its visual attention mechanism, which have since been
adopted by a range of other RNN-based methods. The Glimpse network [61], similar to
the RAM, was based on how humans perform visual recognition, and it proposed that
the network take Glimpse as the input in order to update its hidden state, demonstrating
its effectiveness.

The global attention mechanism (GAM) [62] used in this paper is a channel and spatial
attention mechanism. By utilizing the channel and spatial attention mechanism, the model
can dynamically weigh the importance of different channels and spatial locations of the
input features. This allows the model to selectively focus on the most-significant features
and areas, enhancing its ability to capture relevant information and suppress noise. As a
result, the channel and spatial attention mechanism provides the best of both worlds,
effectively combining the benefits of channel and spatial attention mechanisms to achieve
superior performance on the target detection task.

2.3. IoU Loss

In object detection, the IoU loss is used to measure the overlap between the prediction
box and the ground truth box. It effectively prevents the interference of the boundary box
size in the form of proportion.

The earliest IoU loss [63] had two main disadvantages. First, when the prediction box
and the ground truth box did not intersect, whether the distance between them was near or
far, the calculated IoU was always zero, so the distance could not be measured. Second,
when the intersection ratio of the prediction box and the ground truth box was the same, it
was again impossible to determine their relative locations.
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In order to solve the first problem of the IoU loss, i.e., that when there was no in-
tersection between the prediction box and the ground truth box, the distance could not
be measured, the GIoU [22] introduced the concept of the minimum closure area. This
refers to the smallest rectangular box that can surround the prediction box and the ground
truth box.

For the second problem, the DIoU [21] was proposed. On the basis of the GIoU, it
introduces the distance loss between the center points of the prediction box and the ground
truth box. Based on the DIoU loss, the difference between the aspect ratios of the prediction
box and the ground truth box was introduced as the CIoU loss. This improved the situation
in the following three ways [64]:

• Increasing the overlapping area of the ground truth box and the predicted box;
• Minimizing the distance between their center points;
• Maintaining the consistency of the boxes’ aspect ratios.

However, none of these losses considers the direction of the mismatch between the
prediction box and the ground truth box. This shortfall leads to slow convergence and
low accuracy.

3. Methodology

We retained the overall architecture of YOLOv5 [51] and improved or replaced some
of its modules. In this section, we will introduce YOLOv5 and our improvements to the
backbone, neck, and IoU loss. The overall architecture of our improved YOLOv5 network
is shown in Figure 1.
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Figure 1. Overall architecture of our method. We introduce the network below by describing the
backbone, neck, and head. See Figures 2 and 5 for schematics of the GAM and fusion block.

3.1. Backbone

The basic component of the backbone network of YOLOv5 is the CBS module, which is
a convolution–BatchNorm–SiLu activation function sequence superposition module. These
basic components are stacked together, and C3 modules are inserted in the middle. A C3
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module is a combination of CBS blocks under the guidance of a CSPNet design. Through
the stacking of C3 blocks and CBS blocks, the backbone continuously learns the features
of higher dimensions. At the deepest level of the network, YOLOv5 features an SPPF
module, which can be regarded as an optimized and faster spatial pyramid pooling (SPP)
operation. It converts a feature image of any size into a feature vector of a fixed size, so
that the input size of the network no longer needs to be fixed, thus realizing the fusion of
local and global features.

Our network also included the global attention mechanism (GAM) [62] module after
the SPPF module. This kind of attention calculation deep in the network helped it under-
stand the high-dimensional features and focus on the key objects and key features. The net-
work could retain the channel and space information to enhance cross-dimensional interac-
tion by adding the GAM at an appropriate location in the backbone network. An overview
is shown in Figure 2.



Channel 
Attention



Spatial
 Attention

1F 3F

Figure 2. Overview of GAM; ⊗ stands for elementwise multiplication.

The goal of the GAM was to suppress information reduction and amplify global
dimension interaction features. The combination and arrangement of the three channels
and spatial attention submodules greatly affected the impact of the attention mechanism.
CBAM [65] compared three different combinations and arrangements (sequential channel–
space, sequential space–channel, and the parallel use of two attention modules) and, finally,
proved that the sequential channel–spatial attention mechanism was the best choice. The
GAM followed the arrangement of mechanisms in CBAM and redesigned its submodules.
The GAM is expressed by Equations (1) and (2). For the input feature map F1 ∈ RC×H×W ,
we could define the intermediate state F2 and the output F3 as:

F2 = Mc(F1)⊗ F1 (1)

F3 = Ms(F2)⊗ F2 (2)

The channel attention submodule applied 3D permutation to maintain the data in
three dimensions. First, the GAM transformed the dimensions of the input feature from
C×W × H to W×H×C. It then magnified the cross-dimension channel–spatial dependen-
cies with a two-layer multi-layer perceptron (MLP). An MLP is a type of encoder–decoder
architecture with a compression rate r. It is simply composed of a linear layer used to re-
duce channels, a ReLU activation function, and another linear layer restored to the original
number of channels. Rate r was set to 4 in our experiment. Finally, these processed features
were subject to reverse permutation, and F2 was generated using the sigmoid function.
Figure 3 shows the channel attention submodule.

The GAM employed two convolutional layers to combine spatial information in the
spatial attention submodule. The first 7× 7 convolution layer reduced the number of input
feature channels to 1/r. In our experiment, r was set to 4. The second layer expanded
the number of feature channels to the original value. Max pooling had an adverse effect,
as it decreased the amount of information. The GAM eliminated pooling to maintain
the feature maps more effectively. Consequently, the spatial attention module led to an
expansion in the parameters in certain cases. Thus, we strongly recommend the use of
group convolution instead of traditional convolution. This could reduce the number of
parameters while hardly affecting the performance. The spatial attention submodule is
illustrated in Figure 4.
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Figure 3. Schematic of channel attention mechanism.
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Figure 4. Schematic of spatial attention mechanism.

3.2. Neck

The basic component of the YOLOv5 neck is also the C3 module. Following the design
of the PAFPN, the feature maps of different scales in the backbone were deeply fused.
In YOLOv5, the neck eventually outputs feature maps of 80× 80× 256, 40× 40× 512,
and 20× 20× 1024 to correspond to target objects of a small, medium, and large scale.

We replaced the original C3 module with a fusion block, which enhanced the fu-
sion of multi-scale features. Based on the design of efficient layer aggregation networks
(ELANs) [66], fusion blocks can effectively implement rich gradient flow information at
different levels. At the same time, they further improve performance by introducing
reparameterized convolution modules.

The fusion block was based on DAMO-YOLO [20]. An overview of the fusion block
is shown in Figure 5. Its main design goal was to upgrade CSPNet by incorporating a
reparameterization mechanism and ELAN connections. CSPNet and the ELAN both further
improved the performance of the model from the perspective of gradient optimization.
Their design focuses on capturing as much rich gradient information as possible, which is
crucial for the training of deep neural networks.

C W H 

Cat

CBS 1 1CBS 1 1

RepBlock

CBS 3 3

RepBlock

CBS 3 3

RepBlock

CBS 3 3

C W H 

C/4  W  H  C/4  W  H 

Figure 5. Schematic of fusion block; a schematic of RepBlock is shown in Figure 6.



Electronics 2023, 12, 2597 7 of 18

RepBlock



1 13 3

ReLU



1 13 3

ReLU



1 13 3

ReLU



1 13 3

ReLU

3 3

ReLU

ReLU

ReLU

ReLU

3 3

3 3

3 3
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Figure 6. Schematic of RepConv block. This block had different structures for training and inferencing.

Connecting the output features of all previous layers as the input of the next layer
and maximizing the number of branch paths obviously increased the amount of gradient
information, which had considerable advantages. However, a simple connection can easily
lead to the reuse of the same gradient information and high computing costs. CSPNet
divides the basic input feature graph into two parts and then merges them through a
cross-stage hierarchy structure. This operation divides the gradient flow and spreads it
across different network paths. The gradient information spread presented substantial
correlation differences, thus achieving a richer gradient combination and considerably
reducing the computational load. ELANs utilize a combination of the shortest and longest
gradient paths to improve the learning of neural networks.

Fusion blocks also pay attention to the segmentation and aggregation of gradient flow.
In our model, the four-gradient path fusion block was used. A C×W × H input feature
was first divided into two branches, whose dimensions were reduced to C/4×W × H
by a 1× 1 convolution. One of the branches was directly connected to the final output.
The other passed through the CBS and reparameterized the convolution block in sequence.
Additionally, another three gradient paths split off from this branch to connect to the final
output. Thus, the output feature still had the dimensions C×W × H.

The reparameterized convolution block (RepBlock) is shown in Figure 6. This was
another key reason for the increased effectiveness of the fusion block. We switched out
the original structure for a different structure by transforming the parameters into another
set of parameters and coupling them with the new structure, thus altering the overall
network architecture. RepVGG proposed restructuring the parameters to separate the
multiple branches used for training and the single branch used for inference. During train-
ing, the RepConv block used a multi-branch convolution module, including 3× 3 and
1× 1 kernels and identity mapping. During inferencing, it adopted a plain architecture with
only 3× 3 convolution, which greatly reduced the number of parameters and improved
the inference speed.

3.3. IoU Loss

The IoU loss was unable to correctly guide the network training without completely
overlapping the prediction box and the ground truth box. In this study, we used the
SCYLLA IoU (SIoU) loss [67] to replace the CIoU loss in order to accelerate the convergence
and improve the accuracy.
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The SIoU function is composed of four loss functions (angle cost, distance cost, shape
cost, and IoU cost), which accurately measure the deviation between the target box and the
true value. The SIoU loss is defined as:

Lbox = 1− IoU +
∆ + Ω

2
(3)

where

IoU =

∣∣B ∩ BGT
∣∣

|B ∪ BGT |
(4)

See Figure 7 for an intuitive understanding of the IoU. We will introduce the remaining
three loss functions and the definitions of ∆ and Ω in detail in the following three sections.

B

GTB

GTB B
GTB B

Figure 7. Schematic of IoU component definition.

3.3.1. Angle Cost

The loss function considers angles in order to reduce the number of variables in
problems concerning distances. The model directs the prediction towards either the X or Y
axis, whichever is closest, and then progresses along the applicable axis. In detail, it first
tries to minimize α if α 6 π

4 ; otherwise, it tries to minimize β = π
2 − α. The loss function is

outlined and explained below (Figure 8):

∧ = 1− 2 ∗ sin2
(

arcsin(x)− π

4

)
(5)

where
x =

ch
σ

= sin(α) (6)

σ =

√(
bgt

cx − bcx

)2
+
(

bgt
cy − bcy

)2
(7)

ch = max
(

bgt
cy , bcy

)
−min

(
bgt

cy , bcy

)
(8)

GTB

B

hC

wC







Figure 8. The scheme for angle cost.
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3.3.2. Distance Cost

The distance cost is defined as follows (Figure 9):

∆ = ∑
t=x,y

(
1− e−γρt

)
(9)

where

ρx =

(
bgt

cx − bcx

cw

)2

, ρy =

(
bgt

cy − bcy

ch

)2

, γ = 2−Λ (10)

GTB

B

hC

wC

Figure 9. Scheme for the distance between the ground truth bounding box and the prediction box.

As α approaches zero, the impact of the distance cost is significantly diminished. As α
approaches π

4 , the magnitude of ∆’s contribution increases. γ is given time priority over
the distance value as the angle increases.

3.3.3. Shape Cost

The shape cost is defined as:

Ω = ∑
t=w,h

(
1− e−ωt

)θ (11)

where

ωw =

∣∣w− wgt
∣∣

max(w, wgt)
, ωh =

∣∣h− hgt
∣∣

max(h, hgt)
(12)

The magnitude of θ determines the cost of the shape, and each dataset has its own
value. The cost of the shape is heavily dependent on this term, so it should be given
due consideration.

4. Experiments

In this section, we first present the details of the implementation experiments and the
evaluation metrics. Then, we describe the datasets used for evaluation. Finally, We carried
out ablation experiments and demonstrate the superiority of our method by comparison
with other methods.

4.1. Implementation Details

We built our network based on the widely used open-source project YOLOv5 [51]
developed by Ultralytics. We implemented our network on Ubuntu 18.04, CUDA 10.2.89,
pyTorch 1.10.0, and Python 3.7.13. The hardware environment and hyperparameters we
used for training were different in the two datasets, and we present them separately in
Sections 4.5 and 4.6.

4.2. Evaluation Metrics

In the field of target detection, precision, recall, and mean average precision (mAP) are
the most-widely used indicators to measure the performance of target detection algorithms.
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Precision and recall are defined as:

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

The definitions of positive and negative cases are shown in Table 1. The AP is the
measure of the area of the curve enclosed by the precision and recall. The mAP is obtained
by comprehensively weighting the average of the AP detected by all categories when the
IoU is set to a certain value.

Table 1. Positive and negative case judgment.

Reference

Prediction
Positive Negative

Positive True positive (TP) False negative (FN)
Negative False positive (FP) True negative (TN)

4.3. Datasets
4.3.1. URPC Dataset

The China Underwater Robot Professional Competition (URPC) is an annual com-
petition that brings together experts and enthusiasts from various fields such as robotics,
engineering, and marine science to showcase their innovations and advancements in un-
derwater technology. The experimental dataset was obtained from the Target Recognition
Group of the 2019 competition. The URPC2019 dataset [68] comprises 3765 training images
and 942 validation images, encompassing five water target categories: echinus, starfish,
holothurian, scallop, and waterweeds in Figure 10. In our experiment, we resized the
images to 416× 416 pixels.

( )a ( )b ( )c ( )d ( )e

Figure 10. URPC2019 dataset samples, namely (a) echinus, (b) starfish, (c) holothurian, (d) scallop,
and (e) waterweeds

4.3.2. COCO Dataset

The MS COCO 2017 dataset [69] is a widely used benchmark dataset for object detec-
tion, segmentation, and captioning tasks. The images in the MS COCO 2017 dataset were
collected from a wide range of sources and depict everyday scenes in natural contexts. It
has 80 different categories including people, animals, vehicles, household objects, and other
common items. For the object detection task, the dataset were split into training, validation,
and test sets, with roughly 118 K, 5 K, and 40 K images, respectively. As the labels for this
testing set were not public, we evaluated the metrics using the validation set.

4.4. Ablation Experiments

In this section, we conducted ablation experiments to verify the effectiveness and
reliability of the improvements. In the YOLOv5 project, the network was partitioned
into five sizes—N, S, M, L, and X—based on varying widths and depths. Our method
adopted a similar design approach. Since underwater target detectors are frequently
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deployed on mobile platforms with restricted computing power and storage, the S-size
model, which exhibits exceptional performance while maintaining low system overhead, is
highly recommended and practical. Therefore, for all the experiments on the URPC2019
dataset, we used the S-size model. The results can be seen in Table 2. The experimental
results showed that every modification we made was successful. With the improvements
made in the GAM, fusion block, and SIoU, the model achieved respective improvements of
0.9%, 0.8%, and 1.0%. Overall, the three improvements achieved a 4.1% higher mAP@0.5
score compared to the original YOLOv5_s model.

Table 2. Ablation experiments on URPC2019 with S-size model; “X” indicates that we used this module.

Module
mAP@0.5 (%)

GAM Fusion Block SIoU

76.1
X 77.0

X 76.9
X 77.1

X X 78.1
X X 77.8

X X 77.5
X X X 80.2(+4.1)

4.5. Experiments on URPC2019

In this section, we employed our highly recommended underwater target detector,
the S-size model, to conduct experiments on the URPC2019 dataset. Through comparative
analysis with other advanced target detectors, we verified the effectiveness and superiority
of our proposed method. The Experimental configuration is shown in Table 3.

Table 3. Experimental configuration when training on the URPC2019 dataset.

Parameter Configuration

CPU Intel(R) Xeon(R) Gold 5122@3.6 GHz
GPU GeForce RTX 2080

Momentum 0.900
Weight decay 0.0005

Batch size 8
Learning rate 0.01

Epochs 100

We also present the PR curves in Figure 11. This demonstrated our model’s ability to
balance precision and recall, which are two critical performance metrics in target detection
tasks. Our model had a higher area under the PR curve, indicating that it had higher
precision and recall across all decision thresholds, which suggested that it was better at
identifying positive cases while minimizing false positives.

In Table 4, we compare our algorithm with some advanced object detection algo-
rithms with similar parameters. This included the latest one-stage detector YOLOv8 and
two-stage detector Boosting RCNN [44]. Compared with YOLOv7 and YOLOv8, our
method improved the mAP@0.5 by 1.8% and 2.3% respectively. It is worth noting that,
when the reparameterized structure was fused, both the parameters and FLOPs of the
model decreased, and the frames per second (FPS) increased by 25%. These performance
improvements did not affect the accuracy. This demonstrated the unique advantage of the
reparameterized structure in building lightweight networks. These experimental results
demonstrated that our detector achieved a satisfactory level of accuracy with reasonable
parameters and computational resources.
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Figure 11. PR curves for URPC2019 dataset.

Table 4. Scores on URPC2019 compared with other methods. All algorithms had an input res-
olution of 640× 640, and the image resolution of the dataset was 416× 416; * indicates that the
reparameterization structure of the model was fused. Bold font represents our best result.

Method
AP (%)

mAP@0.5(%) Param. FLOPs Batch 1 FPS
Echinus Starfish Holothurian Scallop Waterweeds

Boosting
RCNN [44] 89.2 86.7 72.2 76.4 26.6 70.2 45.9 M 77.6 G 22

YOLOv5_S 91.7 88.3 76.0 84.9 39.8 76.1 7.0 M 15.8 G 161
YOLOv7 91.9 89.6 78.3 86.5 45.7 78.4 36.5 M 103.2 G 75

YOLOv8_S 91.0 88.8 76.3 85.2 48.1 77.9 11.2 M 28.6 G 121
Our_S 92.1 88.9 76.2 84.7 59.1 80.2 14.0 M 28.0 G 83

Our_S * 92.1 88.9 76.2 84.7 59.1 80.2 13.7 M 27.3 G 100

Some intuitive detection diagrams are shown in Figure 12. We divided these pic-
tures into two groups. The first group comprised images with small and blurred targets,
captured in unfavorable shooting conditions. Despite the challenging environment, our
model successfully completed the detection task without any missed or incorrect detections.
The second group of images depicted scenes where targets appeared densely, and our model
accurately located and classified all types of objects. In the aforementioned application
scenarios, the original YOLOv5 model experienced disturbances from the environment, re-
sulting in more missed detections. Conversely, our model demonstrated superior accuracy
and robustness.

4.6. Experiments on MS COCO

We further tested our five size models on the MS COCO dataset to demonstrate that
the proposed structure had good applicability. The hardware environment we used for
training and inferencing was an Intel(R) Xeon(R) Platinum 8255C CPU @ 2.50 GHz and
Tesla V100 SXM2 32 GB. In order to ensure the stability of the training and facilitate the
comparison, almost all hyperparameters were based on YOLOv5, except for the number of
epochs. Under our experimental conditions, training the YOLOv5_s model for 300 epochs
took over 72 h, which was highly impractical for us. Based on time-saving considerations,
all the experiments in the MS COCO dataset were carried out under the same conditions
with 100 epochs.
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Figure 12. Detected images from URPC2019. The first row shows the ground truth; the second shows
the results of our improved S-size model, and the third shows the results of YOLOv5_s.
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The results in Table 5 show that our methods improved the mAP@0.5 by 7.1%, 2.9%,
4.0%, 3.0%, and 2.3% and the mAP@0.5:0.95 by 6.1%, 4.6%, 4.6%, 3.3%, and 2.7%, respec-
tively, representing substantial improvements. The highest mAP@0.5:0.95 score obtained
by our models was 51.0%. We used this score for the comparisons with other methods to
show the precision level of our model.

With the COCO API, we were able to test the performance of the model for three types
of targets: large, medium, and small. The improvements in small object detection were
noteworthy. For all five model sizes, our models achieved improvements ranging from
1.9% to 3.2% compared with the originals.

Table 5. Experiments on MS COCO; training set was train2017, and test set was val2017. Bold font
represents our model.

Method mAP@0.5 (%) mAP@0.75 (%) mAP@0.5:0.95 (%)

mAP@0.5:0.95
(%)

mAP@0.5:0.95
(%)

mAP@0.5:0.95
(%)

APS APM APL

YOLOv5_N 43.5 27.2 26.3 13.4 30 33.9
Our_N 50.6 (+7.1) 35.2 33.3 (+6.1) 16.6 (+3.2) 36.6 44.7

YOLOv5_S 56.9 39.5 37.0 21.3 41.9 47.8
Our_S 59.8 (+2.9) 44.7 41.6 (+4.6) 23.6 (+2.3) 45.5 55.7

YOLOv5_M 61.2 45.5 42.2 26.5 47.2 53.9
Our_M 65.2 (+4.0) 50.6 46.8 (+4.6) 29.0 (+2.5) 51.4 60.9

YOLOv5_L 65.1 50.2 46.2 30.6 51.3 58.9
Our_L 68.1 (+3.0) 53.6 49.5 (+3.3) 32.5 (+1.9) 54.3 63.2

YOLOv5_X 67.0 52.3 48.3 32.5 53.3 61.0
Our_X 69.3 (+2.3) 55.1 51.0 (+2.7) 34.6 (+2.1) 55.8 64.5

We compared some target detection algorithms, considering both CNN-based and
Transformer-based models. Representative CNN-based models included RF-Next and
YOLOR. The object detectors based on Transformers included the DETR series and ViDT
Swin. The test results are shown in Table 6. The results showed that our model achieved
the highest mAP@0.5:0.95. This proved that our improvement had good generalization
performance. It not only had good accuracy in underwater target detection, but also was
well applied to land general target detection.

Table 6. Scores on MS COCO compared with other methods. Bold font represents our model.

Method Test Data mAP@0.5:0.95 (%)

Sparse-DETR [70] COCO val2017 49.3
DETR-DC5 [71] COCO val2017 43.3

YOLOR-CSP [72] COCO val2017 50.8
ViDT Swin-base [73] COCO val2017 49.2

SQR-Adamixer-R101 [74] COCO val2017 49.8
RF-ConvNeXt-T Cascade RCNN [75] COCO val2017 50.9

Our_X COCO val2017 51.0

5. Conclusions

In this paper, we proposed an improved YOLOv5 underwater object detection method.
By introducing an attention mechanism, a multi-branch reparameterized structure, and a
different loss function, the proposed method achieved higher accuracy in experiments on
the URPC2019 dataset compared with the most-advanced algorithm of the YOLO series
with a smaller number of parameters and calculation, proving its superior performance.
For land target detection under better hardware conditions, we conducted further testing
on the MS COCO dataset using our five models of varying depths and widths. Our experi-
mental results demonstrated that our enhancement continued to yield positive outcomes.
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However, we also faced some problems. With the incorporation of attention modules
and reparameterization modules, in particular the introduction of additional convolutional
and skip connection structures within the reparameterization module, the training time
of the model was extended. In our training setup, the training durations per epoch for
YOLOv5, YOLOv7, YOLOv8, and our model were 56 s, 51 s, 181 s, and 140 s, respectively.
We hope that, in the future, we can further reduce the training time to accelerate the
deployment process.

We should be cautious about the changes to a lightweight underwater detector. Fast
inferencing, low overhead, and high accuracy are always contradictory. Balancing the
relationship between them requires careful adjustment. In the design of future underwater
target detectors, we should first choose technologies that integrate low computing and
memory costs. The attention mechanism is an effective means to improve the detection
ability of underwater targets, but it will cause additional burden on the training and
inference ends. By contrast, using the SIoU is a less-expensive operation and has also been
proven to be effective. It is ideal to use the reparameterized module to reconstruct the
network. The module almost only increases the training time. The single-channel structure
similar to VGG after fusion also makes it more hardware-friendly. If its training structure
can be redesigned to use gradient information more effectively, this will greatly improve
the performance.

6. Discussion

Our model was based on YOLOv5. Considering that YOLOv8 has a similar archi-
tecture to YOLOv5, porting the proposed method to YOLOv8 would be quite feasible.
The improved YOLOv8 may have higher accuracy than our current model, but it will also
face an increase in parameter and computational complexity. Meanwhile, as YOLOv8 does
not have an advantage in inference speed compared to YOLOv5, if our method is directly
extended to YOLOv8, it is likely to lead to a further decrease in the FPS. This may pose a
challenge under the growing demand for real-time performance. All of this needs to be
verified by our future experiments.
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