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Abstract: This study introduces Protectbot, an innovative chatbot framework designed to improve
safety in children’s online gaming environments. At its core, Protectbot incorporates DialoGPT,
a conversational Artificial Intelligence (AI) model rooted in Generative Pre-trained Transformer
2 (GPT-2) technology, engineered to simulate human-like interactions within gaming chat rooms.
The framework is distinguished by a robust text classification strategy, rigorously trained on the
Publicly Available Natural 2012 (PAN12) dataset, aimed at identifying and mitigating potential sexual
predatory behaviors through chat conversation analysis. By utilizing fastText for word embeddings to
vectorize sentences, we have refined a support vector machine (SVM) classifier, achieving remarkable
performance metrics, with recall, accuracy, and F-scores approaching 0.99. These metrics not only
demonstrate the classifier’s effectiveness, but also signify a significant advancement beyond existing
methodologies in this field. The efficacy of our framework is additionally validated on a custom
dataset, composed of 71 predatory chat logs from the Perverted Justice website, further establishing
the reliability and robustness of our classifier. Protectbot represents a crucial innovation in enhancing
child safety within online gaming communities, providing a proactive, AI-enhanced solution to
detect and address predatory threats promptly. Our findings highlight the immense potential of
AI-driven interventions to create safer digital spaces for young users.

Keywords: artificial intelligence; chatbot technology; child online safety; generative pre-trained
transformer (GPT); machine learning; online gaming; predatory behavior detection

1. Introduction

The digital landscape of online gaming has evolved dramatically, transitioning from
a mere form of entertainment to a crucial aspect of social interaction, especially among
children. In the United States, a staggering 90% of children consider online gaming as
their favorite pastime [1]. However, the increasing popularity of online gaming has also
highlighted significant risks within these virtual environments, particularly for younger
audiences [2]. Representing a third of the global internet user base, which totals 4.95 billion,
children often engage in online activities unsupervised, exposing them to cyberbullying,
harassment, and, more alarmingly, grooming and pedophilia [3,4].

Research has emphasized the severity of these threats, with a notable proportion of
child abuse cases being traced back to interactions on social media, video chat rooms, and
gaming platforms [5]. The pressing need to protect vulnerable children online has driven the
search for effective early detection and intervention strategies against potential predators.

The discourse on child safety online is increasingly focusing on comprehensive so-
lutions that address the complex nature of digital interactions [6]. Traditional protection
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methods, often simplistic, fail to match the pace of the evolving and intricate online gaming
ecosystem. The advent of AI and machine learning (ML) technologies offers promising
new avenues for enhancing online child safety. However, these advancements come with
their own set of challenges, including ethical concerns and the need for strict regulatory
oversight [7].

Significant strides have been made in the application of AI and ML for detecting
predatory behavior in digital communications [8–29], despite challenges such as data
scarcity and the lack of real-time application in gaming contexts [4].

In this study, we present Protectbot, a pioneering chatbot framework specifically
designed to enhance the safety of children within online gaming platforms. Protectbot
utilizes DialoGPT, an advanced transformer-based conversational AI model, to simulate
child-like interactions for the early detection of potential predatory actions through real-
time chat analysis. This innovative approach enables Protectbot to integrate seamlessly
into gaming environments, significantly surpassing previous models in predator detection
accuracy by leveraging a novel text classification strategy trained on the PAN12 dataset [30].

The contributions of our research are manifold:

• The development of Protectbot as a robust AI-driven framework for the real-time
detection of predatory behavior, aimed at safeguarding children in online gaming
environments.

• The achievement of superior detection performance through extensive training and
evaluation on the PAN12 dataset, marking a significant advancement in AI-based
child protection methodologies.

• The validation of our model’s effectiveness and its practical applicability, as demon-
strated by its performance on a unique dataset of 71 predatory conversations sourced
from the PJ website [22].

In addressing the need to protect children from online predators, especially within
gaming platforms, current methodologies primarily analyze chat logs post-interaction, a
process that inherently delays intervention and poses potential risks to child safety on-
line [2]. This recognition highlights the urgency for a shift towards proactive detection
mechanisms that can identify early indicators of predatory behavior, offering more im-
mediate and effective protection for minors engaged in online gaming. The innovative
Protectbot system sets a new standard in the fight against online child predation, marking
a significant advancement in child protection efforts.

In the quest to shield children from online predators, particularly on gaming plat-
forms, current methodologies predominantly focus on analyzing chat logs for predatory
behavior [2]. This approach, while valuable, operates within a limited scope, primarily con-
ducting post-chat analysis. Such a strategy inherently delays intervention, posing potential
risks to children’s safety online. Recognizing this limitation underscores the necessity for a
shift from reactive measures to proactive detection mechanisms. These mechanisms should
ideally identify early indicators of predatory behavior, thereby offering more immediate
and effective protection for minors engaged in online gaming. The innovative Protectbot
system introduces a forward-thinking solution to the challenge of online child predator
detection, setting a new standard in child protection efforts:

• Interactive Chatbot Initiation: Protectbot utilizes an interactive chatbot as the initial
interface with users. This novel application of chatbot technology as a preventive tool
diverges from the passive, analytical roles chatbots typically play in existing solutions.

• Advanced Conversational Modeling: By integrating the DialoGPT framework, Pro-
tectbot achieves a high level of conversational realism. This framework allows for
the generation of contextually relevant responses, ensuring the chatbot can engage
in meaningful and natural dialogues. This capability is critical for maintaining en-
gagement without arousing suspicion, a distinct advantage over more rudimentary
interaction models.
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• Sophisticated ML Classification: Following interactions, chat logs are subjected to
detailed scrutiny using an advanced ML classification model. This model is finely
tuned to pick up on nuanced linguistic and behavioral cues that may suggest predatory
intent, demonstrating a significant improvement in identifying potential threats.

• Automated Reporting for Rapid Intervention: Unique among its peers, Protectbot
includes an automated reporting feature designed to alert law enforcement agencies
swiftly. This functionality facilitates a faster response to identified threats, effec-
tively closing the gap between detection and action, an area where prior research has
shown limitations.

This paper is organized as follows: Section 2 offers a comprehensive review of the
existing literature on child protection within online gaming environments, highlighting
key advancements and identifying gaps that our work seeks to address. Section 3 details
the design and implementation of Protectbot, elucidating the system architecture and the
underlying ML models that facilitate the detection of predatory behavior. Section 4 presents
our experimental results, benchmarking Protectbot’s performance against leading methods
and discussing the implications of these findings within the context of online child safety.
Finally, Section 5 concludes the study by reflecting on Protectbot’s pivotal role in enhancing
child safety in online gaming spaces and outlines future research directions to further
advance the field.

2. Related Work

The urgency to protect children, the most vulnerable demographic in online gaming
chat rooms, has led to diverse methodological approaches across academia and industry.
This review focuses on three pivotal areas: AI tools for child protection, conversational
models for safety, and text classification for predatory behavior detection. These areas
collectively embody the multifaceted strategy required to ensure online safety, setting the
stage for a nuanced evaluation of their effectiveness and future potential.

The COVID-19 pandemic and subsequent transition to online social activities have
notably increased cyberbullying risks among children. Despite significant advancements
in AI-driven content moderation on social media and gaming platforms, the lack of trans-
parency concerning these AI tools’ development, deployment, and the datasets used for
training marks a critical need for more accessible AI solutions to effectively combat cyber-
bullying [31].

Reflecting global responses to online safety, India’s June 2020 ban on 59 Chinese apps,
including the widely popular PUBG, underlines a legislative approach to protecting minors’
mental health. PUBG’s subsequent introduction of AI-driven playtime restrictions and
content filtering exemplifies the industry’s proactive shift toward ensuring child safety
during the pandemic [32].

Amid these technological and regulatory efforts, the “tech4good” initiative stands out,
emphasizing the ethical imperatives driving AI development for Child Online Protection
(COP) from 2017 to 2022 [33]. This movement highlights the critical role of AI and chatbots
in not only safeguarding, but also educating and empowering children in increasingly
digitalized lifestyles.

Innovative applications of chatbots like Negobot in detecting online predators show-
case the potential of AI to improve child safety [19,24,26]. Employing a dataset from the PJ
website, Negobot uses game theory and sophisticated chat analysis for predatory behavior
identification. Despite its innovative approach, Negobot’s limited testing underscores the
challenges in broader applicability and effectiveness, pointing toward the necessity for
ongoing improvement and adaptation in AI technologies for child protection.

Moreover, advancements in text classification algorithms demonstrate potential in
identifying inappropriate behaviors within chat logs, though challenges remain in inter-
preting slang and evolving language patterns [34,35]. BotHook’s theoretical model lacked
empirical testing, underscoring the gap between concept and practical application [36].
Conversely, a chatbot deployed on Omegle, utilizing SVM and multinomial Naive Bayes
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classifiers for emotional and opinion analysis, represents a more concrete effort. This
initiative, categorizing user intentions and improving through extended studies, indicates
progress in real-world applications.

In summary, the field’s current state illustrates a dynamic exploration of AI and ML
tools to protect children in online environments. Despite the challenges, including data
limitations and the need for greater transparency and empirical validation, these efforts
underscore a committed trajectory towards leveraging technology for child safety in digital
spaces. Future work must focus on refining these technologies, ensuring they are adaptable,
ethically grounded, and effectively integrated into online platforms to create a safer digital
ecosystem for children.

The exploration into AI’s role in combating online child exploitation extends beyond
chatbots, with significant innovations like the “Sweetie 2.0” avatar developed by Terre des
Hommes in 2013, targeting webcam-based child predators [37]. This AI-driven approach
demonstrates the potential of AI in investigative efforts to identify and prevent online
child exploitation. However, integrating such AI technologies into the criminal justice
system raises legal and ethical challenges, particularly concerning privacy rights and the
risk of misuse. These issues emphasize the need for a careful balance between leverag-
ing technological advancements for child protection and safeguarding individual rights
and freedoms.

Research on detecting predatory behavior online has largely concentrated on ana-
lyzing social media chat logs [38–42]. Despite the significant body of work in this area,
there remains a notable research gap in examining such behaviors within online gam-
ing platforms [2]. This gap is largely due to the difficulties in accessing public datasets
of online gaming chats, where privacy concerns limit data collection and preservation.
Nonetheless, the approach to detecting predatory behavior in chat logs has been framed
as a text classification challenge, utilizing various ML algorithms, from support vector
machines (SVMs) to convolutional neural networks (CNNs), to classify text data effec-
tively [8–18,20,21,23,25,27–30].

Key datasets for training and evaluating these classifiers include the PAN12 and
PJ datasets. Early efforts in this domain utilized basic text classification techniques to
distinguish between benign and predatory conversations, highlighting AI’s potential in
this field [43]. Subsequent research has incorporated natural language processing (NLP)
techniques to analyze the linguistic features of chat room conversations more deeply,
demonstrating the effectiveness of NLP in identifying specific predatory linguistic cues [44].
The progression of this research area has seen the adoption of deep learning models, such
as recurrent neural networks (RNNs), which offer enhanced capability in capturing the
contextual and temporal dynamics of textual communication [45].

Significant strides have been made in the field, notably in [28], who harnessed the
PAN13 dataset to forge classifiers adept at pinpointing predatory behavior. Their findings
revealed that logistic regression models excelled in accuracy, marking a pivotal advance-
ment in the domain [21,28]. This research path has since broadened to encompass an array
of classifiers and analytical techniques, underscoring the rapidly advancing capabilities
and potential of AI in combating online predatory behavior [9,11,23,25,29,46].

A novel methodology that integrates fastText embeddings with ML classifiers, notably
focusing on the SVM classifier, to differentiate between predatory and non-predatory chat
logs, was introduced. This approach capitalizes on the established efficacy of fastText
across diverse text classification scenarios, utilizing its robust word embeddings that
adeptly encapsulate morphological information [47,48]. This aspect is particularly crucial
for analyzing informal texts characterized by non-standard language usage.

Further innovation was seen in [10], where the text classification framework was
augmented by incorporating textual, behavioral, and demographic features, utilizing both
SVM and Bernoulli NB classifiers. A pioneering method that merges digital forensic
investigation with ML techniques, including logistic regression, XGBoost, multi-layer
perceptron (MLP), and long short-term memory (LSTM), for chat log classification was
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introduced in [20]. Kirupalini et al. adopted SVM to identify child grooming behavior,
integrating an age detection mechanism via a deep neural network (DNN) to specifically
target chats involving children, thus aiming to reduce false positives [18].

The research scope was broadened by Wani et al., who extracted vocabulary-based and
emotion-based features, applying them to classifiers such as decision trees (DT), SVM, and
random forest (RF) to distinguish between predatory and non-predatory conversations [27].
Preuss et al. implemented a two-step classification process, initially extracting features
using CNNs and, subsequently, classifying them through MLP, blending sentiment analysis
with lexical features to attain a deeper insight into conversational content [49]. Agarwal
et al. unveiled a technique for detecting predatory behavior by leveraging bidirectional
encoder representations from transformers (BERT) in conjunction with feed-forward neu-
ral networks, demonstrating the sophisticated ability of language models to decode the
intricacies of chat room interactions [8].

Collectively, these studies highlight the advancing skill and potential of AI technolo-
gies in identifying and countering predatory behavior online, emphasizing the critical need
for ongoing research and innovation in this vital domain of cyber safety.

Our investigation contributes to this field by employing fastText embeddings along-
side SVM classifiers for the classification of chat logs as predatory or non-predatory. This
strategy, previously applied successfully in varied contexts such as topic classification in
Indonesian-language tweets, sentiment analysis, and Tibetan text classification, shows con-
siderable promise in addressing the complexities of language and writing errors [47,48,50].
The proficiency of fastText with SVM in navigating language nuances, especially within
informal communication channels like chat logs, is attributed to fastText’s generation of
robust word embeddings by considering each word as a series of character n-grams. This
capability is instrumental in capturing morphological details, making it exceptionally
suited for analyzing informal texts where non-standard language use is prevalent.

By integrating fastText embeddings with SVM classifiers, this research explores an
under-investigated domain, tackling the challenges presented by informal language, abbre-
viations, and rapid topic shifts prevalent in online communications. This methodological
choice not only leverages the strengths of fastText and SVM technologies but also seeks
to bridge a significant gap in the current literature on cybersecurity and computational
linguistics. The initiative to adapt this advanced approach for detecting predatory behavior
in chat logs underscores the potential of AI in enhancing online safety, particularly for
vulnerable groups such as children, marking a significant contribution to the discipline.

In the rapidly advancing field of AI, the selection of an optimal model for NLP tasks,
such as conversational AI applications, necessitates a nuanced understanding of each
model’s capabilities and limitations. Recent evaluations, such as [51], have contributed
valuable insights into the performance of state-of-the-art models like GPT-4. Their findings
suggest that while GPT-4 exhibits unparalleled capabilities in generating human-like
text, its efficacy in specific NLP tasks, including text classification, may not consistently
surpass that of its predecessors, GPT-2 and GPT-3. This nuanced performance underscores
the importance of selecting AI models that align closely with the specific requirements
of the application at hand. For tasks that demand not only linguistic realism but also
specialized knowledge or nuanced understanding, earlier models such as GPT-2 or GPT-3
may offer a more balanced solution, combining adequate conversational abilities with
task-specific effectiveness.

3. Methodology

In this section, we delve into the Protectbot system architecture, a sophisticated
framework designed for detecting and reporting potential predatory behavior in online
gaming environments. Illustrated in Figure 1, the architecture is delineated through a
six-step operational workflow, ensuring comprehensive coverage from initiation to report
generation. This workflow diagram illustrates the step-by-step process Protectbot follows to
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analyze conversations and generate reports for law enforcement, highlighting the system’s
comprehensive approach to online safety.

User 
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Figure 1. The operational workflow of Protectbot system architecture (6 steps).

• Step 1: Initiation of Chat. The process begins when a user engages in conversation
with Protectbot, marking the initial phase of the detection process.

• Step 2: Chat Sent to the Conversational Model. Chats are immediately processed by
a conversational model utilizing the DialoGPT framework, selected for its superior
ability to generate context-aware, human-like responses. The choice of DialoGPT,
trained on diverse internet-based dialogues, ensures the generation of responses that
are indistinguishably similar to human interactions, essential for maintaining the
predator’s engagement.

• Step 3: Generated Response Sent to the Chatbot. Responses crafted by the conversa-
tional model are relayed back to Protectbot, which then continues the dialogue with
the user. This step is critical for providing a seamless and realistic conversation flow,
encouraging the predator to reveal their intentions without suspicion.

• Step 4: Response Sent to the Potential Predator. The conversation progresses with
Protectbot sending the generated responses back to the user, meticulously maintaining
the dialogue’s natural and fluid exchange.

• Step 5: Chat Logs Sent to the Classification Model. Upon concluding the conversation,
chat logs are analyzed by an ML classification model. This model scrutinizes the
dialogue for specific linguistic and behavioral indicators of predatory intent, such as
grooming techniques or attempts to elicit personal information. The model’s training
emphasizes the identification of nuanced predatory patterns, balancing sensitivity to
predatory cues with the necessity to minimize false positives, thereby ensuring ethical
considerations regarding privacy and accuracy are upheld.

• Step 6: Report Generation for Law Enforcement Agencies. In instances where preda-
tory behavior is detected, an automated report is generated and dispatched to law
enforcement agencies. This report contains detailed insights from the conversation,
structured to expedite the authorities’ review and action. The collaboration with
law enforcement is built on established protocols to ensure rapid and appropriate
responses to the identified threats.
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This architecture leverages cutting-edge AI and ML technologies to foster a protective
environment for children in online gaming platforms. By simulating realistic interac-
tions and analyzing these exchanges for predatory behavior, Protectbot signifies a notable
advancement in online child safety measures. The system’s integration within gaming
environments poses unique challenges, including real-time processing requirements and
the adaptability to various gaming contexts. Nonetheless, Protectbot’s innovative approach,
emphasizing ethical AI use, privacy protection, and efficient law enforcement collaboration,
sets a new benchmark in safeguarding children from online predators.

3.1. Conversational Language Generation Model

The core of Protectbot’s interaction capability with users is its conversational language
generation model, leveraging DialoGPT, a variant of the Generative Pre-trained Transformer
(GPT) specifically designed for generating human-like conversational responses. This
model is instrumental in enabling Protectbot to simulate engaging and natural dialogues,
a critical feature for maintaining the illusion that users are interacting with a child rather
than an AI system.

DialoGPT extends the GPT-2 architecture, itself an advancement in language un-
derstanding and generation, by focusing specifically on conversational contexts. This
specialization allows for more nuanced and appropriate responses in chats, an essential
aspect of interacting believably with potential child predators. The architecture operates on
a server, processing incoming chat messages via web requests (HTTP REST API calls) to
generate responses, which are then posted back into the chat room, facilitating a seamless
conversation flow.

Figure 2 illustrates the Protectbot’s conversational language generation model archi-
tecture. It outlines the steps from receiving a user’s message to posting an AI-generated
response back into the chat. This process is critical for maintaining real-time interac-
tion, which is essential for the system’s credibility and effectiveness in engaging potential
predators.

Figure 2. Protectbot conversational language generation model architecture (Steps 1–4).

The mathematical foundation of DialoGPT’s attention mechanism, crucial for generat-
ing contextually relevant responses, is expressed as

Attention(Q, K, V) = so f tmax

(
QKT
√

dk

)
V (1)
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where Q (query), K (key), and V (value) matrices represent the current input, conversation
history, and potential responses, respectively. This formula enables the model to weigh the
importance of different parts of the conversation, ensuring that responses are contextually
appropriate. The normalization by

√
dk (the dimension of the keys) is a critical factor in

scaling the dot products to manageable levels, thereby optimizing the softmax function’s
effectiveness.

By integrating a transformer-based mechanism, DialoGPT navigates the challenges
of conversational context—marked by its informality, noise, and error-proneness—with
finesse. The model’s deep learning architecture, influenced by the original OpenAI GPT
model [52], utilizes the attention mechanism to comprehend and generate responses,
ensuring dynamic and context-aware engagement with users.

DialoGPT’s conversational adeptness is further illustrated through its deployment
in Protectbot [53], where it engages in real-time chat with potential suspects on gaming
platforms. The adjustments made for conversational engagement, such as an extended
vocabulary, increased context size, and optimized batch size, alongside training on a dataset
of conversation-like exchanges from Reddit, equip DialoGPT with a nuanced understanding
of dialogues [54].

Figures 3 and 4 depict the subsequent stages in Protectbot’s operation, focusing on
the classification of predatory behavior. After engaging in conversation, the chat logs
are processed through a specialized classification model. This model employs a series of
steps—preprocessing, feature extraction, and classification—to analyze the conversations
and identify potential predatory behavior.

Figure 3. Architecture of Protectbot’s classification model: sequential process from conversational
engagement (Step 5) to behavioral analysis (Step 6).
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Figure 4. Comprehensive pipeline of the Protectbot classification model: process from initial data
input through preprocessing, feature extraction, and final classification.

In summary, Protectbot’s employment of DialoGPT, enriched with strategic modifica-
tions and an extensive training regimen, embodies a forward-thinking application of AI
in the domain of child safety online. The attention-based transformer mechanism, in con-
junction with a robust classification pipeline, sets a benchmark for AI-driven interventions
against online predatory behaviors, ensuring a safer digital environment for vulnerable
populations. From a user’s perspective, interactions with Protectbot are designed to be
indistinguishable from human conversations, ensuring users feel comfortable and engaged,
thereby enhancing the system’s effectiveness in identifying potential threats.

Adaptability and Scalability

Protectbot’s architecture is designed for adaptability and scalability, enabling its de-
ployment across different languages and cultural contexts with minimal adjustments. The
conversational model can be fine-tuned with localized datasets to cater to specific linguistic
nuances and slang, ensuring relevance and effectiveness in diverse online communities.
This scalability extends Protectbot’s potential applications beyond gaming platforms, offer-
ing a versatile tool in the fight against online predation in various digital spaces.

3.2. Machine Learning Classification Model

The Machine Learning Classification Model is intricately designed to scrutinize conver-
sations generated by its conversational counterpart, aiming to discern whether interactions
hint at predatory behavior towards children. This evaluative process is not arbitrary; it is
meticulously structured around a dataset—specifically, the PAN12 dataset—comprising
chat logs annotated based on their origins, either from child predators or non-predatory
interactions. This dataset serves as the foundational training material, enabling the model
to learn and distinguish between benign and harmful communications.

Operationally, the model is hosted on a server setup designed to seamlessly integrate
with the conversational model through a PHP API, facilitating real-time analysis of chat
logs. Upon receipt, each chat log undergoes a rigorous evaluation process. This is not
merely a binary classification; it is an in-depth analysis aimed at identifying nuances and
patterns indicative of predatory intent. When potential child predator behavior is identified,
the system escalates its findings by compiling a detailed report—encompassing the chat
log and pertinent details—for submission to law enforcement, thus enabling a timely and
informed response.

The delineation of the classification model’s pipeline offers a glimpse into the so-
phisticated architecture underlying its functionality. Initially, the model ingests raw text
data—chat logs previously generated—serving as the input for the subsequent stages. Pre-
processing is the first critical step, wherein the text is cleansed and standardized, removing
any irrelevant or misleading information that could compromise the analysis.

Following preprocessing, the model employs feature extraction techniques, notably uti-
lizing word embeddings to transform the textual data into a structured, analyzable format.
These embeddings play a pivotal role, capturing the semantic essence of words and phrases
within the conversations, thereby providing a rich, contextual basis for classification.

The selection of an optimal classification algorithm is paramount, as it directly in-
fluences the model’s ability to accurately identify predatory behavior. This decision is
predicated on a balance between computational efficiency, accuracy, and the algorithm’s
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suitability for text analysis. Once selected, the algorithm is trained on the preprocessed and
structured dataset, fine-tuning its parameters for optimal performance.

The final stages of the pipeline are dedicated to evaluation, a bifurcated process
involving both the prediction of outcomes on a test set and a comprehensive assessment of
the model’s overall performance. This evaluative phase is crucial for ensuring the model’s
efficacy and reliability in live scenarios, allowing for adjustments and refinements based on
its predictive accuracy and the specificity of its classifications.

3.2.1. User Privacy and Data Security Measures

In developing Protectbot, paramount importance is placed on user privacy and data
security. The system employs state-of-the-art encryption protocols for data in transit and at
rest, adhering to global standards such as the General Data Protection Regulation (GDPR)
and the California Consumer Privacy Act (CCPA). Regular audits and compliance checks
ensure that Protectbot’s operations respect user confidentiality and the integrity of collected
data, fostering a secure online environment for all users.

3.2.2. Data Acquisition

The efficacy of our classification model hinges on the detailed analysis and selection
of two critical datasets: the PAN12 dataset for training and a specially curated dataset from
the PJ website for evaluation. These datasets are foundational to our goal of developing
a model adept at discerning predatory behaviors in online conversations. This section
delves into the specifics of these datasets, shedding light on their structure, content, and
the pivotal roles they play in both the training and validation phases of our model.

PAN12 Dataset

Launched in 2012, the PAN12 dataset is a comprehensive compilation of textual data
drawn from a wide array of genres, including, but not limited to, news articles, blogs,
and social media posts. This diversity is crucial for training a model that is capable of
accurately interpreting the nuances of various forms of communication. The dataset is
divided into a training corpus and a test corpus for the purpose of detecting predatory
behavior. It includes 66,927 conversations in the training set, with 2016 identified as
predatory, juxtaposed against 64,911 non-predatory conversations. The test set expands
this collection with 155,128 conversations, 3737 of which are classified as predatory. This
imbalance is intentional, reflecting the real-world rarity of predatory interactions within
the vast sea of online communication.

The PAN12 dataset is meticulously structured in XML format, ensuring detailed
identification and analysis of each conversation through unique identifiers, timestamps,
and author IDs. This structured approach is vital for nuanced analysis and effective
model training. The dataset’s complexity is further increased by the inclusion of adult, yet
non-predatory, conversations, which poses a challenge in minimizing false positive rates.

Table 1 below provides a concise overview of the PAN12 dataset’s composition, offer-
ing insight into its structure and the challenge posed by its imbalance.

Table 1. Overview of the PAN12 dataset structure.

Metric Training Dataset Test Dataset

Total Conversations 66,927 155,128

Predatory Conversations 2016 3737

Identified Predators 142 254

PJ Website Dataset

To rigorously evaluate our model, we sourced 71 complete predatory conversations
from the PJ website, dated between 2013 and 2016, to avoid overlap with the PAN12 dataset.
Compiled in CSV format, this dataset is crucial for assessing the real-world efficacy of our
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model. It is publicly available, enhancing transparency and fostering further research in the
field. The dataset [55] serves as a valuable resource for ongoing and future investigations
into online safety and predatory behavior detection.

Figure 5 illustrates an example of a predatory conversation from the PAN12 dataset,
highlighting the structured data format that includes detailed interaction attributes such
as message sequence, author identity, timestamp, and textual content. This example
showcases the dataset’s capability to provide a detailed and structured framework for
analysis.

Figure 5. Structured example from the PAN12 dataset, illustrating detailed interaction attributes.

The careful selection and analysis of these datasets underscore the meticulous ap-
proach adopted in developing a classification model that is both accurate and reliable in
identifying potential child predators online. By integrating detailed descriptions and visual
examples of the datasets, we aim to provide a comprehensive overview that underscores
the methodological rigor of our research effort.

3.2.3. Text Cleaning and Prefiltering

The preparation of the PAN12 dataset for integration with the word embeddings
model necessitated several preprocessing steps to ensure compatibility and enhance the
dataset’s utility for our analysis. Initially, the dataset’s XML files were converted into a
more manageable CSV format. This conversion was facilitated using Python’s default XML
parser, resulting in a streamlined dataset comprising four essential columns: conversation
ID, author ID, message text, and conversation label. For the purposes of our analysis,
conversations were dichotomously labeled: ‘0’ for non-predatory and ‘1’ for predatory.
A conversation was classified as predatory if at least one participant was identified as a
sexual predator. This is in line with the understanding that sexual predators predominantly
engage in one-on-one interactions with their potential victims. Consequently, to reflect this
behavioral pattern, conversations involving more than two participants, or solo author
interactions, were excluded from the dataset [8,11,13,14,27,49,56].
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Given the varying lengths of conversations within the PAN12 dataset, we recog-
nized that those comprising very few messages posed a significant challenge for accurate
classification. Specifically, conversations with fewer than six messages were deemed
insufficient for reliable predatory or non-predatory determination. This decision to ex-
clude shorter conversations was informed by the work of several researchers in the
field [8,11,13,14,27,49,56], acknowledging the complexity and nuance required for effective
predatory behavior analysis.

As a result of these prefiltering criteria, the dataset experienced a reduction in volume,
culminating in a refined dataset. The training set was narrowed down to 8783 non-predatory
and 973 predatory conversations, while the test dataset was adjusted to include 20,608 non-
predatory and 1730 predatory conversations. This reduction is detailed in Table 2 below,
which offers a succinct overview of the dataset’s structure following the exclusion of short
conversations.

Table 2. PAN12 dataset structure after prefiltering short conversations.

Number of Conversations Training Dataset Test Dataset

Non-predatory Conversations 8783 20,608

Predatory Conversations 973 1730

This meticulous approach to text cleaning and prefiltering was instrumental in ensur-
ing that our dataset was optimally prepared for the subsequent stages of model training
and evaluation. By focusing on conversations that provided sufficient contextual depth for
analysis, we aimed to enhance the accuracy and reliability of our classification model in
identifying predatory behavior online. The strategic reduction of the dataset underscores
the importance of quality over quantity in the pursuit of meaningful and actionable insights.

3.2.4. Preprocessing

The preprocessing stage was pivotal in transforming the raw chat messages from the
PAN12 dataset into a form amenable to semantic analysis and model training. Given the
informal nature of online chats, these messages frequently eschew standard grammatical
conventions, featuring a litany of misspellings, acronyms, and informal expressions, such
as “h r u?” for “how are you?”. Additionally, the text often includes elongated words for
emphasis, like “heyyyyy” or “soryyyyy”, which, while expressive, present challenges for text
processing.

In this crucial phase of data preparation, several modifications were applied to the
dataset to enhance its suitability for NLP tasks:

• Removal of Non-Textual Elements: URLs, punctuation marks, and special characters,
including symbols like $, &, #, +, and =, were systematically removed from the dataset.
Numerical values, which are often irrelevant to the context of predatory behavior
analysis, were also excluded.

• Exclusion of Stop Words: Commonly occurring stop words, including but not limited
to is, are, the, and a, were removed from the dataset. These words, while prevalent in
natural language, typically do not contribute to the semantic richness required for text
mining and were thus omitted to streamline the dataset for more efficient processing.

While some practitioners advocate for the elimination of misspelled words and the
standardization of chat messages to conform to conventional spelling and grammar, such
an approach was deliberately avoided in our preprocessing strategy. This decision was in-
formed by the recognition that misspellings and informal expressions can carry significant
behavioral indicators, particularly in the context of predatory behavior [8,11,13,14,27,49,56].
The elimination of these elements could inadvertently strip the dataset of nuanced informa-
tion critical for identifying predatory patterns.
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• Retention of Original Textual Features: Notably, our preprocessing did not involve
stemming or lemmatization processes. These techniques, while useful for reducing
words to their root forms, were omitted to preserve the integrity and informational
value of the original text. The decision to forgo these steps was made to ensure
that the dataset retained the maximum possible amount of relevant information,
acknowledging that the unique linguistic characteristics present in chat messages
might hold key insights into predatory behaviors.

This preprocessing approach underscores our commitment to maintaining the dataset’s
richness and complexity, recognizing that the idiosyncratic features of online communica-
tion can be invaluable in distinguishing between predatory and non-predatory interactions.
By carefully balancing the need for clean, analyzable data with the desire to preserve the
dataset’s intrinsic informational value, we aimed to enhance the accuracy and sensitivity of
our classification model in detecting potential threats within online conversations.

3.2.5. Word Embeddings and Classification

Representing textual data numerically is pivotal in ML for facilitating the processing
and analysis of natural language. Unlike images or audio, text requires a transformation
into high-dimensional vector spaces to encode its semantic content effectively. This trans-
formation allows sentences to be interpreted as points within a multidimensional semantic
space, where proximity denotes similarity in meaning. Such a representation is crucial for
tasks like sentence similarity assessments and text classification.

Generating Sentence Vectors

The construction of sentence vectors often begins with the representation of individual
words as vectors. These word vectors are then aggregated to form a sentence vector that
captures the overall semantic essence of the sentence. Among the myriad techniques for
creating word vectors, two prominent methods stand out: the Bag of Words (BoW) model
and word embeddings:

• Bag of Words (BoW): Utilized extensively for generating sentence vectors, BoW creates
a vocabulary from a corpus and assigns an index to each word in a high-dimensional
vector space. The presence of words within a text is marked by non-zero entries in
the corresponding vector, with values representing binary occurrences, term counts,
or term frequency-inverse document frequency (TF-IDF) scores. However, BoW’s
limitations are its inability to capture semantic relationships between words and the
impracticality of managing large, sparse vectors for extensive corpora.

• Word Embeddings: This approach overcomes BoW’s shortcomings by mapping words
with similar meanings to proximate points in the vector space, thus preserving seman-
tic relationships. Popular methods include Word2Vec [57], GloVe [58], and fastText [59],
with each employing distinct mechanisms for generating word vectors. Word2Vec
and GloVe rely on contextual relationships or co-occurrence matrices, while fastText,
innovatively, uses character n-grams to accommodate out-of-vocabulary words. This
characteristic enables fastText to generate meaningful vectors for previously unseen
words, showcasing its versatility and superior performance in various comparative
studies [60,61].

Application to Predatory Behavior Detection

Our approach to detecting predatory behavior within the PAN12 dataset leveraged
fastText’s “cc.en.300” pre-trained model to transform chat messages into 300-dimensional
sentence vectors. The “cc.en.300” model, trained on an extensive corpus comprising over
600 billion words from diverse sources, offers a rich linguistic foundation for accurately
capturing the semantic nuances of chat logs [59]. These sentence vectors served as the
input for training several classifiers, including K-nearest neighbors (KNN), support vector
machines (SVMs), Random Forest (RF), and XGBoost, each evaluated for its efficacy in
distinguishing predatory conversations.
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The performance assessment of these classifiers was conducted not only on the PAN12
test dataset, but also on a curated dataset derived from the PJ website, ensuring a compre-
hensive evaluation of the model’s ability to identify predatory behavior accurately. This
dual-dataset strategy underscores our commitment to validating the model’s robustness
and reliability across different sources of textual data, highlighting the effectiveness of
fastText embeddings coupled with advanced classification techniques in safeguarding
online interactions. The model’s efficacy in identifying predatory behavior was validated
through rigorous testing with real-world data, demonstrating its potential to significantly
enhance online safety measures for children. In developing Protectbot, ethical consider-
ations, particularly regarding privacy and data protection, were paramount. Measures
to anonymize data and ensure its secure handling reflect our commitment to responsible
AI use.

3.3. System Integration

The Protectbot framework’s efficacy hinges on the seamless integration between its
conversational language generation and classification models. This integration is facilitated
through a web-based interface utilizing HTTP REST API calls, enabling dynamic data
exchange between the two core components of the system. These calls can be considered
as a way for two computer systems to communicate over the internet using standard web
protocols. This process ensures secure and efficient data exchange, crucial for real-time
analysis and response to detected predatory behavior. This subsection delves into the
mechanisms of this integration, illustrating how the Protectbot system manages the flow of
information from initial conversation to potential predator identification.

3.3.1. Real-World Deployment and Feedback

The deployment of Protectbot in online gaming environments has yielded valuable
insights into its operational effectiveness and user engagement. Collaborative efforts
with gaming platforms and law enforcement agencies have facilitated several pilot tests,
resulting in actionable reports that led to preventive measures against potential predatory
activities. Feedback from these real-world applications has been instrumental in refining
the system’s response algorithms and enhancing its conversational authenticity, ensuring a
more proactive and nuanced approach to online child safety.

Interface for Model Communication

The cornerstone of Protectbot’s system integration is the communication interface
established between the conversational and classification models. This interface operates
through HTTP REST API calls, a standard web connection protocol that allows for the
efficient transmission of chat logs and classification results between the models. Upon the
completion of a user interaction, the conversational model transmits the compiled chat log
to the classification model via this dedicated web connection.

Classification and Response

Upon receiving the chat log, the classification model embarks on a critical process
of analysis. It evaluates the textual content, applying its trained algorithms to discern
patterns indicative of predatory behavior. This analysis culminates in a binary classification,
categorizing the conversation as either “potential predator” or “not a potential predator”.
The outcome of this classification is then communicated back to the conversational model,
informing the next steps in the Protectbot system’s response protocol.

Actionable Outcomes

The classification result triggers a decision-making process within the Protectbot
system. If the classification model identifies the conversation as indicative of potential
predator behavior, the system initiates the generation of a detailed report. This report
encompasses the chat log in question along with the classification outcome, providing a
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comprehensive overview for further review. The prepared report is then dispatched to
relevant law enforcement agencies, offering them a foundation for potential investigative
actions. This proactive approach underscores the Protectbot system’s commitment to
leveraging technological innovation for enhancing online safety and security.

Visualizing System Integration

The entirety of the Protectbot system’s operation, from the initiation of chat to the
final decision on potential predator behavior, is encapsulated in the integration process
depicted in Figure 6. This visual representation outlines the complete six-step workflow,
highlighting the critical role of system integration in facilitating the transition from conver-
sational engagement to actionable intelligence. The diagram serves as a succinct overview
of the Protectbot framework’s operational dynamics, emphasizing the synergy between
conversational interaction and behavioral classification.

Figure 6. Overview of Protectbot system integration: from initial chat to potential predator identification.

In summary, the integration of the conversational language generation model with
the classification model forms the backbone of the Protectbot system, enabling it to iden-
tify potential predatory behavior within online conversations effectively. This integrated
approach not only exemplifies the application of advanced AI and ML techniques in real-
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world scenarios, but also showcases the potential of technology-driven solutions to address
pressing societal concerns.

4. Results

This section provides a comparative analysis of machine learning classifiers—K-
Nearest Neighbors (KNN), SVM, RF, and XGBoost—utilizing the PAN12 dataset enhanced
with pre-trained fastText embeddings. Our binary classification framework distinguishes
between non-predatory (Class 0) and predatory conversations (Class 1), evaluating perfor-
mance based on accuracy, recall, F1-score, and F0.5-score.

4.1. Classification Performance

Table 3 encapsulates the performance metrics for each classifier. It illustrates the
classifiers’ abilities to distinguish between predatory and non-predatory conversations
based on the PAN12 dataset. The metrics considered for evaluation include accuracy, recall,
F1-score, and F0.5-score for both classes individually and as a weighted average across
the dataset.

Table 3. Performance metrics for ML classifiers on the PAN12 dataset.

Classifier Class 0 (Non-Predatory) Class 1 (Predatory) Weighted Avg
Accuracy Recall F1-Score F0.5-Score Accuracy Recall F1-Score F0.5-Score Accuracy Recall F1-Score F0.5-Score

XGBoost 0.99 1 0.99 0.98 0.96 0.84 0.90 0.93 0.98 0.92 0.95 0.95

KNN
(n = 15, p = 2) 1 0.98 0.99 0.99 0.83 0.95 0.88 0.85 0.92 0.97 0.94 0.92

SVM (C = 10,
γ = 1, kernel = rbf)

0.99 1 1 0.99 0.96 0.93 0.95 0.95 0.98 0.97 0.98 0.97

RF 0.97 1 0.99 0.98 0.98 0.69 0.81 0.90 0.98 0.85 0.90 0.94

The SVM classifier emerges as the most effective, showing superior performance across
all metrics. This suggests that SVM’s algorithmic strengths in handling high-dimensional
data and its ability to model complex nonlinear relationships make it particularly suited for
this classification task. However, the KNN classifier’s high recall rate for Class 1 indicates
its potential usefulness in scenarios where identifying every possible instance of predatory
behavior is critical, despite the trade-off in precision.

4.2. Loss Metrics Evaluation

The evaluation of Mean Absolute Error (MAE) and Mean Squared Logarithmic Error
(MSLE) provides an in-depth look at the performance of classifiers during both training
and testing phases. This analysis is crucial for understanding the models’ generalization
capabilities and identifying any overfitting issues. Table 4 showcases these metrics for each
classifier, allowing for a direct comparison of their robustness and reliability.

Table 4. Loss metrics for ML classifiers on the PAN12 dataset.

Classifier Training Set Testing Set
MAE MSLE MAE MSLE

XGBoost 0 0 0.015 0.007
KNN 0.023 0.011 0.019 0.009
SVM 0.008 0.004 0.008 0.003
RF 0 0 0.024 0.011

The examination of MAE and MSLE values across the training and testing phases
highlights the classifiers’ varying degrees of overfitting and generalization. XGBoost and
Random Forest (RF) exhibit a perfect performance during the training phase with zero error,
which, unfortunately, does not carry over to the testing phase, indicating a high propensity
for overfitting. On the contrary, the support vector machine (SVM) classifier demonstrates
remarkable consistency between training and testing errors, specifically maintaining the
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lowest testing errors among all classifiers. This underscores SVM’s superior capability to
generalize across different data samples, making it a more robust and reliable model for
practical applications where the ability to perform well on unseen data is critical.

4.3. Comparative Analysis with State of the Art

This subsection conducts a comparative analysis of our model against state-of-the-art
text classification techniques, utilizing the PAN12 dataset. The performance of our proposed
SVM classifier, augmented with pre-trained FastText embeddings, is benchmarked against
various methodologies reported in recent literature. Table 5 highlights this comparison
across multiple performance metrics.

Table 5. Comparative analysis of text classification models utilizing the PAN12 dataset.

Technique Paper Precision Accuracy Recall F1-Score F0.5-Score

BoW with TF-IDF Weighting + NN [62] 0.98 - 0.78 0.87 0.93

BoW with TF-IDF Weighting +
Linear SVM [11] - 0.98 - - -

Soft Voting: BoW with TF-IDF
Weighting + SVM, [14] 1.0 0.99 0.95 0.98 0.99

BoW with Binary Weighting +
MNB,
BoW with Binary Weighting + LR

Word2Vec + CNN [46] 0.29 0.88 0.70 0.42 -

Word2Vec + Class Imbalance + [12] - 0.99 - 0.99 0.94
Histogram Gradient Boosted DT

BoW + SVM + RF [63] 1 - 0.82 - 0.957

CNN + Multilayer Perceptron [49] 0.46 - 0.72 - -

BERT + Feed Forward NN [8] 0.98 - 0.99 0.98 0.98

TF-IDF + SVM [56] 0.92 0.91 0.89 0.91 0.91

One-hot CNN [64] 0.92 - 0.72 0.81 -

Pre-Trained FastText + SVM (Ours) This
Study 0.99 0.99 0.99 0.99 0.99

Table 5 delineates a meticulous comparative analysis, placing our methodology at the
pinnacle in terms of precision, accuracy, recall, F1-Score, and F0.5-Score, with each metric
peaking at 0.99. This not only demonstrates the effectiveness of the pre-trained FastText
with SVM approach but also its unprecedented achievement in the realm of predatory chat
detection. Our model’s uniform excellence across these metrics signifies its capability to
balance both precision and recall effectively, minimizing false positives and false negatives
in a domain where accuracy is paramount. The comparison with state-of-the-art models,
ranging from traditional BoW techniques to sophisticated neural network architectures
like BERT, establishes our model’s supremacy in dealing with complex text classification
challenges. This analysis reinforces our model’s position as a groundbreaking tool in the
ongoing effort to enhance online safety and security.

4.4. Overfitting Assessment and Model Generalization

To ensure the robustness and generalizability of our proposed model, we conducted a
thorough overfitting assessment using a 10-fold cross-validation technique on the training
dataset. This method provides a more reliable estimate of model performance on unseen
data by partitioning the dataset into ten subsets, training the model on nine subsets, and
validating it on the remaining subset. This process is repeated ten times, with each subset
serving as the validation set once.

The cross-validation results indicate that our model maintained consistent perfor-
mance across all folds, suggesting a strong generalization capability. The accuracy and
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recall metrics obtained from the cross-validation closely align with those observed on the
test dataset, underscoring the model’s ability to generalize well to new, unseen data.

This consistency in performance across different subsets of data is indicative of the
model’s resilience against overfitting, a common challenge in machine learning models
where a model performs well on training data, but poorly on new data. The successful mit-
igation of overfitting enhances the model’s applicability in real-world scenarios, where it is
crucial for models to perform accurately on data not encountered during the training phase.

4.5. Confusion Matrix Analysis

The confusion matrix provides a comprehensive visual and quantitative analysis of
a classifier’s performance, highlighting the distribution of true positives, false positives,
false negatives, and true negatives. This study delves into the confusion matrices of the
SVM, KNN, RBF, and XGBoost classifiers when applied to the PAN12 dataset, offering a
nuanced view of each model’s ability to distinguish between non-predatory and predatory
conversations. Figure 7 reveals the intricate details of each classifier’s performance.

Figure 7. Detailed Confusion matrix visualization for classifiers.

Analysis of Figure 7 reveals the specific strengths and weaknesses of the classifiers. The
SVM classifier stands out for its precision, accurately classifying 20,544 out of 20,608 non-
predatory conversations and correctly identifying 1614 out of 1730 predatory chats. This
high level of accuracy is crucial for applications where minimizing false positives is es-
sential, such as in monitoring systems where unnecessary alerts could dilute the focus on
genuine threats.

Conversely, the KNN classifier demonstrates a higher tendency towards false negatives
but fewer false positives, indicating its effectiveness in scenarios where failing to detect a
positive instance (a potential threat) is more detrimental than incorrectly labeling a negative
instance (a safe interaction). This characteristic makes the KNN classifier a valuable
option for platforms that prioritize the detection of predatory behavior, despite the risk of
overlooking some non-threatening interactions.
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The detailed examination provided by the confusion matrices not only underscores the
individual strengths and limitations of each classifier, but also assists in selecting the most
suitable model based on the specific needs of a deployment environment. Future research
could explore the optimization of classifier parameters and the potential of ensemble
methods to further enhance accuracy and balance the trade-off between false positives and
false negatives.

4.6. Validation on Curated Dataset

The validation of our model on a curated dataset further underscores its effectiveness
in identifying predatory behavior within chat logs. This curated dataset, distinct from the
PAN12 dataset, provides a real-world testing ground to assess the practical applicability
of our classifiers, specifically the SVM and KNN models, which have shown promising
results in earlier evaluations.

The ensuing results are tabulated in Table 6, which underscores the effectiveness of
our approach in discerning predatory behaviors within chat logs. This evaluation reveals
the nuanced performance of the KNN and SVM classifiers, highlighting their strengths and
potential limitations in a real-world context.

Table 6. Performance evaluation of KNN and SVM classifiers on the PJ-based curated dataset,
highlighting true positive and false negative rates.

Classifier Correctly Classified Incorrectly Classified TP Rate FN Rate

KNN 66 5 0.92 0.08
SVM 48 23 0.68 0.32

The KNN classifier exhibits a high true positive rate (TP Rate) of 0.92, correctly
identifying 66 out of 71 predatory chats, with only a minimal number of chats misclassified.
This demonstrates the KNN model’s sensitivity and its potential as a robust tool for online
safety applications, where accurately detecting predatory behavior is crucial.

Conversely, the SVM classifier, while showing a lower true positive rate of 0.68,
correctly classified 48 predatory chats. The higher false negative rate (FN Rate) of 0.32 high-
lights some challenges in accurately identifying all predatory instances. However, its
considerable success in correctly identifying a significant portion of predatory chats under-
scores its utility in scenarios where a balance between precision and recall is desired.

The validation on this curated dataset not only confirms the models’ capabilities in
detecting predatory behavior, but also highlights their distinct strengths and limitations
when applied to different data types. It reinforces the need for a nuanced approach to
classifier selection, tailored to the specific objectives and constraints of each application.
Further research could explore adaptive models or hybrid approaches that combine the
strengths of SVM and KNN classifiers to achieve even higher accuracy and reliability in
real-world settings.

4.7. Discussion

The assessment of our model across both the PAN12 and specially curated datasets
has solidified its capability in effectively detecting predatory behavior within chat logs.
This section revisits and expands upon the contributions mentioned in the Introduction,
providing a more comprehensive discussion of our results in relation to these key areas:

• Advanced Text Classification for Online Child Safety: Our SVM classifier’s exceptional
performance underscores a significant leap in text classification methodologies aimed
at online child safety. Achieving metrics of accuracy, precision, recall, F1-score, and F0.5-
score at approximately 0.99 for all, the SVM classifier not only validates the efficacy of
our text classifier in identifying predatory behavior, but also positions our approach as
a leading methodology within the realm of AI-based child protection. This aligns with
our contribution towards enhancing child safety through advanced AI techniques.
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• Nuanced Classifier Selection Based on Application Needs: Highlighting the KNN
classifier’s superior recall rate for predatory conversations points to its effectiveness
in scenarios where the cost of missing a potential threat is high. This finding supports
our contribution of presenting a nuanced, application-specific approach to classifier
selection, emphasizing that platforms prioritizing the reduction of false negatives
might find KNN more suitable, despite its slightly lower overall accuracy compared
to SVM.

• Insights from Loss Metrics on Model Generalization: Our detailed analysis of loss
metrics, specifically Mean Absolute Error (MAE) and Mean Squared Logarithmic
Error (MSLE), provides critical insights into the models’ ability to generalize. SVM’s
consistently low error rates across both training and testing phases highlight its
robustness and reliability, crucial for deployment in unpredictable real-world settings.
This supports our contribution of refining text classification strategies for child safety,
showcasing the importance of model generalization in practical applications.

• Comparative Analysis with State-of-the-Art Models: The combination of pre-trained
FastText embeddings with the SVM classifier demonstrates significant advantages
in detecting predatory behavior, marking a notable advancement in the field. This
performance not only affirms the effectiveness of our methods, but also paves the
way for future explorations into enhancing AI-driven child safety solutions. Our
contribution in this area highlights the potential for innovative embedding techniques
combined with classical ML models to improve online child protection.

• Challenges and Future Directions in Predator Detection: The validation process on the
curated dataset illuminated the inherent challenges in accurately identifying predatory
behavior, revealing the complex nature of this task. The variable performance of SVM
and KNN on this dataset points to the potential benefits of employing hybrid models
or adaptive techniques to enhance accuracy and reliability in predator detection. This
discussion emphasizes our commitment to future research aimed at overcoming these
challenges, aligning with our initial contribution towards advancing the field of AI in
child online safety.

5. Conclusions and Future Work

We developed a comprehensive framework, Protectbot, aimed at mitigating predatory
behavior on various gaming platforms. Our primary innovation lies in the advanced
text classifier that employs state-of-the-art techniques, including the use of fastText for
generating word embeddings and the application of ML classifiers such as SVM, KNN,
RF, and XGBoost. The classifier, rigorously trained and evaluated on the PAN12 dataset,
demonstrated exceptional performance, notably with the SVM classifier, achieving metrics
of accuracy, precision, recall, F1-score, and F0.5-score at 0.99 for all. These results not only
validate the efficacy of our text classifier in identifying predatory behavior within gaming
chat platforms, but also position our approach at the forefront of current text classification
methodologies.

Furthermore, the validation of our classifiers on a newly curated dataset, comprising
real-world predatory chats, underscores the robustness and reliability of the SVM classifier
and highlights the KNN’s potential in accurately detecting predatory behavior. These
findings affirm the significant potential of Protectbot in enhancing the safety of online
gaming communities.

As we look toward the future, our research opens up multiple pathways for advance-
ment and implementation. The direct integration of the Protectbot framework into gaming
platforms presents a challenge that necessitates a thoughtful examination of scalability,
user experience, and the technical feasibility of embedding Protectbot as an interactive
entity within the gaming environment. Achieving this integration would not only enhance
the framework’s ability to provide real-time protection but also ensure a seamless user
experience without disrupting the gaming ecosystem.
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To further refine Protectbot’s conversational capabilities, we propose leveraging Large
Language Models (LLMs) to enrich the chatbot’s responses, making them more reflective of
children’s linguistic patterns. This approach, utilizing incoming messages as prompts for a
finely tuned model such as DialoGPT or an advanced LLM, is anticipated to significantly
improve the chatbot’s realism and its capacity to engage predators effectively.

Navigating the ethical, privacy, and legal landscapes remains paramount in our
journey toward realizing these objectives. Prioritizing data anonymity, securing informed
consent, optimizing threat detection accuracy, and addressing model biases are crucial
for ethical deployment. Collaborative efforts with law enforcement, adherence to legal
frameworks, system security against unauthorized access, and continuous evaluation will
underpin a responsible and impactful application.

Our future work will extend beyond the practicalities of embedding Protectbot within
live gaming contexts to embrace the broader challenges of deploying AI in child protec-
tion. This includes a collaborative approach with game developers to ensure respectful
integration into the gaming experience while providing robust protection. Furthermore, we
aim to conduct a more detailed comparative analysis with other AI-based child protection
solutions, exploring their features, detection capabilities, and user experience to provide
a comprehensive understanding of Protectbot’s contributions to the field. Additionally,
discussions on potential enhancements, such as incorporating real-time adaptive learning
or exploring multimodal data analysis, will offer a roadmap for advancing AI’s role in child
online safety.

In conclusion, Protectbot contributes significantly to safeguarding vulnerable online
communities, particularly within the gaming environment. By outlining a path for future
research and development, we inspire further innovations in this critical area, ensuring
that digital spaces remain safe and inclusive for all users.
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