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Abstract: The non-destructive study of soil micromorphology via computed tomography (CT)
imaging has yielded significant insights into the three-dimensional configuration of soil pores.
Precise pore analysis is contingent on the accurate transformation of CT images into binary image
representations. Notably, segmentation of 2D CT images frequently harbors inaccuracies. This
paper introduces a novel three-dimensional pore segmentation method, BDULSTM, which integrates
U-Net with convolutional long short-term memory (CLSTM) networks to harness sequence data
from CT images and enhance the precision of pore segmentation. The BDULSTM method employs
an encoder–decoder framework to holistically extract image features, utilizing skip connections to
further refine the segmentation accuracy of soil structure. Specifically, the CLSTM component, critical
for analyzing sequential information in soil CT images, is strategically positioned at the juncture of
the encoder and decoder within the U-shaped network architecture. The validation of our method
confirms its efficacy in advancing the accuracy of soil pore segmentation beyond that of previous
deep learning techniques, such as U-Net and CLSTM independently. Indeed, BDULSTM exhibits
superior segmentation capabilities across a diverse array of soil conditions. In summary, BDULSTM
represents a state-of-the-art artificial intelligence technology for the 3D segmentation of soil pores
and offers a promising tool for analyzing pore structure and soil quality.

Keywords: soil; CT image; pore 3D segmentation; U-Net; LSTM

1. Introduction

Soil supports over 95% of agricultural production, and soil erosion remains a major
threat to the global environment and agriculture [1]. Therefore, appropriate technology
is required to gain a better understanding of the properties and processes of eroded soil,
particularly non-destructive and non-intrusive techniques such as computed tomography
(CT), which can reduce interference with the soil structure [2,3]. By combining CT scanning
and advanced image processing technologies, a series of 2D grayscale slice images can be
continuously generated and reconstructed into a complete 3D sample [4–6]. CT enables the
study of the microstructures of complex soil pore networks [7–9] and has been widely used
in soil science to investigate the properties and characteristics of soils at different scales,
ranging from the pore scale to the field scale [10,11].

The 3D segmentation of soil pores is foundational in pore research, facilitating the
identification of pore structures in three dimensions and serving as a preliminary step
for subsequent analyses [12]. Soil pore structures in CT imagery display dimensional
variability, encompassing changes in horizontal shape and vertical connectivity, indicating
neighborhood similarity across different CT images within the pore structure domain [13].
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However, existing segmentation methods fail to fully utilize the spatial information of
CT images, leading to poor connectivity of segmented pores and difficulty in improving
segmentation accuracy.

In recent years, deep learning methodologies have achieved remarkable advancements
in accuracy and generalizability when tackling the task of CT image segmentation [14,15].
Notably, they excel at biological imaging [16,17]. However, the morphology and physical
properties of pores in soil CT images are more complex and heterogeneous compared to
those in biological images [18,19]. The complexity of soil CT images poses a challenge to the
identification of pores [20]. Fortunately, the InDuDoNet+ model effectively reduces artifacts
produced by CT equipment [21], while Dutta et al. (2023) have used deep unfolding net-
works to enhance image resolution [22]. These methods based on deep unfolding networks
provide higher-quality data for CT image segmentation, helping to improve the accuracy
of segmentation results. Saxena et al. (2021) and Liang et al. (2022) achieved good accuracy
when segmenting 2D CT images of sandstone [23,24]. Han et al. (2019) investigated soil
pore segmentation using 2D CT images [25]. Bai et al. (2023) used an improved U-Net to
segment dye-tracing images [26]. Although significant progress has been made in tackling
the challenge of segmenting soil pores, uncertainties remain regarding the harmonization
of spatial information in segmentation. Spatial information contained within soil CT scan
images, which is critical for three-dimensional soil reconstruction and multi-scale modeling,
is currently underutilized.

Existing 3D image segmentation methods can be divided into three primary categories:
(I) 2D models such as U-Net are used to segment individual 2D image slices [27,28]. The
resulting 2D segments are then concatenated to generate 3D segments [25,29,30]. However,
based on a lack of consideration for spatial connectivity during image segmentation, gaps
between neighboring slices may appear abruptly. (II) To obtain better results, it is feasible
to replace 2D convolution with 3D convolution [31–33]. However, this imposes a heavier
burden on computational resources for network training, leading to high computational
costs. Additionally, 3D images are expensive and complex to acquire, and the quantity
of available samples is insufficient for deep learning purposes. (III) A recurrent neural
network (RNN) can be used to concatenate 2D image slices [34,35]. For example, to exploit
3D context, Stollenga et al. (2015) and Chen et al. (2016) utilized a long short-term memory
(LSTM) network [36,37]. This method effectively integrates 2D image slices into 3D images,
with the added flexibility to accommodate varying numbers of slice images according to
the target scenario [38]. Overall, the third solution achieves a balance between performance
and computational costs, making it more suitable for 3D segmentation of soil CT images;
therefore, we will also adopt the third solution.

In this study, we present a novel architecture, termed the bidirectional U-Net with
long short-term memory (BDULSTM), which leverages the strengths of both U-Net and
convolutional LSTM (CLSTM) to improve image segmentation performance. U-Net’s
encoder–decoder structure is a formidable two-dimensional segmentation method, ex-
hibiting notable efficiency [27]. The encoder captures a broad contextual representation
through progressive downsampling of features, while the decoder reconstructs the features
back to the original input resolution for detailed pixel-level segmentation. Additionally,
U-Net integrates skip connections that bridge encoder and decoder outputs across sev-
eral layers, facilitating the preservation of spatial details that could potentially be lost
in the downsampling process. The CLSTM is utilized to process two-dimensional se-
quences of soil CT images. The CLSTM module is strategically situated at the nadir of
the U-shaped network, interfacing the encoder and the decoder, to amalgamate the image
features from adjacent slices. The BDULSTM architecture is adept at processing sequential
data while retaining the robust feature extraction capabilities of U-Net. By combining
CLSTM’s proficiency in sequence analysis with U-Net’s structural benefits, our approach
facilitates three-dimensional segmentation of soil CT images, thereby eliminating the need
for three-dimensional convolution.
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The primary aim of this study is to propose an innovative three-dimensional soil
pore segmentation methodology, referred to as BDULSTM, and to conduct a compara-
tive analysis of this method with existing pore identification techniques reported in the
literature via both quantitative and qualitative evaluations. A secondary objective is to
examine the effects of varying slice counts in CT images on segmentation accuracy and the
complexity of the model. This study demonstrates that the BDULSTM-based method for
three-dimensional soil pore segmentation offers critical technical support for endeavors
such as digital soil characterization and multi-scale soil modeling.

2. Materials and Methods
2.1. Establishment of Soil CT Image Datasets

Soil samples were collected from Keshan Farm in Heilongjiang Province, China, with
approximate geographical coordinates of 125◦08′–125◦37′ E and 48◦12′–48◦23′ N, where
seasonal freeze–thaw occurs annually. The dominant soil type in this area is black soil,
which is classified as a Mollisol (USDA taxonomy). Soil samples were collected at depths
of 40 to 50 cm, where the soil is sensitive to freeze–thaw cycles [39]. In this layer, three soil
samples were collected using custom Plexiglas tubes (10 cm inner diameter, 10 cm length).
To simulate freeze–thaw cycles, the soil samples were frozen at −20 ◦C for 15 h and then
thawed at 5 ◦C for 5 h [40].

Soil CT images were obtained by scanning the soil samples using a Philips Brilliance
64-row, 128-slice spiral CT machine. The parameters for scanning were a voltage of 120 v,
current of 196 mA, window width and window level of 2000 and 800, respectively, rotation
time of 0.5 s, scanning layer thickness of 0.9 mm, field of view of 120 mm, actual length
corresponding to a single pixel of 0.23 mm, and image size of 289 × 289 pixels. A total of
3570 soil CT images were used in our experiments, with 80% being used for the training set
and the remaining 20% being used for the testing set.

2.2. Neural Network Architecture of the Proposed Method

To enhance the accuracy of soil pore structure identification while preserving the
spatial continuity of pores, we propose a novel architecture, the bidirectional U-Net with
long short-term memory (BDULSTM). We incorporated a U-Net-based RNN capable of
processing multiple inputs concurrently and managing information with the retention and
selective forgetting characteristics of an LSTM network. This architecture not only assimi-
lates the spatial information from a sequence of adjacent images but also leverages U-Net’s
robust encoding, decoding, and cropping framework to accomplish precise segmentation.

BDULSTM consists of an odd number of ULSTM units, and Figure 1 shows the
complete process of data flow and handling within the model when three images are
inputted. Each ULSTM unit receives an image as input, with the output of the ULSTM unit
positioned in the center designated as the final output of the model. C and H mean the
input and output of a cell in ULSTM, respectively, with the numbers indicating the specific
cell responsible for transmitting features in the sequence. The sequential representation of
soil CT images does not have a before and after order, and each sequential image maintains
spatial correlation with its adjacent images. Therefore, by adding one ULSTM unit to each
end of the ULSTM unit, a bidirectional structure of ULSTM is formed, namely, bidirectional
ULSTM, abbreviated as BDULSTM.

ULSTM is based on the U-Net framework, integrating CLSTM between its encoder
and decoder components, as illustrated in Figure 2. The original U-Net network has a
U-shaped structure, with the left side downsampling, the right side upsampling, and the
middle relying on skip connections to merge the features of each layer in the downsampling
with those of each layer in the upsampling. By incorporating the concept of recursion into
the foundation of U-Net, ULSTM is capable of processing multiple inputs at once and,
like the LSTM network, can preserve and forget certain specific information. It achieves
high-precision segmentation by not only integrating the spatial information of several



Appl. Sci. 2024, 14, 3352 4 of 13

adjacent images but also leveraging the effective coding, decoding, and skip connection
structure of the U-Net network.
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The ULSTM network architecture utilizes CLSTM with convolutional, pooling, dropout,
and deconvolutional layers. The input tensor size is 3 × 256 × 256. First, downsampling of
five convolutional and four pooling layers is performed, where the size of the convolution
kernel in the convolutional layer associated with each downsampling operation is 3 × 3,
with a padding size of one. The numbers of convolution kernels in the layers are 64, 128,
256, 512, and 1024, and the maximum pooling layer dimensions are 2 × 2, with ρ = 0.5 in
the dropout layer. The size of the feature tensor is 1024 × 16 × 16 when downsampling is
performed. Each CLSTM module contains 1024 hidden units. The convolution kernel size
is 5 × 5, the padding size is one, and the output feature tensor size is 1024 × 16 × 16. Four
deconvolutional layers are upsampled, where the size of the convolution kernels is 3 × 3,
the padding size is one, and the numbers of convolution kernels are 512, 256, 128, and 64,
with ρ = 0.5 in the dropout layer. It is worth noting that there is a skip connection between
each upsampling and downsampling operation on the same level, allowing the deep and
shallow features of the network to be combined to optimize the segmentation accuracy.

In the BDULSTM network architecture, CLSTM provides the ability to fuse features be-
tween layers. LSTM is particularly powerful for processing time-series data, but traditional
LSTM networks can only process one-dimensional sequence data such as word vectors in
natural language processing. To process two-dimensional image sequences, it is necessary
to expand a two-dimensional image into one-dimensional sequence data with a data length
of width × height to be inputted into the network. However, this method loses much
of the information that exists between adjacent pixels in different rows in an image. To
address these issues, it is crucial to consider the simplicity and applicability of operations
such as convolution and pooling in convolutional neural networks for two-dimensional
image processing.

In the pursuit of enhancing the integration of convolutional neural networks and
recurrent neural networks with LSTM, Shi et al. (2015) first proposed CLSTM to combine
convolutional neural networks and RNNs with LSTM [41]; the architecture of CLSTM is
presented in Figure 3 and can be defined as follows:

iz = σ(xz ∗ Wxi + hz−1 ∗ Whi + bi)

fz = σ
(

xz ∗ Wx f + hz−1 ∗ Wh f + b f

)
cz = cz−1 ⊗ fz + iz ⊗ tanh(xz ∗ Wxc + hz−1 ∗ Whc + bc)
oz = σ(xz ∗ Wxo + hz−1 ∗ Who + bo)
hz = oz ⊗ tanh(cz)

(1)
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In soil sequence CT slice images, there is no discernible top–down or bottom–up
sequential order. Instead, each image is intricately linked to the preceding and succeeding
images. In other words, within a soil column slice, the spatial information of a specific
slice positioned in the middle is intricately connected to that of the slices positioned below
and above the target slice. Therefore, a single CLSTM module is inadequate for capturing
complete sequential image information.

To solve this problem, the BDULSTM method was designed with two CLSTM modules
to work in conjunction: one forward network to capture the spatial information of a soil
column from bottom to top, and one backward network to capture the information from
top to bottom. Combining the outputs from both networks yields a set of outputs that
seamlessly integrates the spatial context of the soil.

The BDULSTM model demonstrates several key advantages: Firstly, its encode–decode
mechanism effectively enhances the ability to extract crucial features from images, thereby
improving the recognition of image segmentation details. Secondly, the model has a
relatively low total number of parameters, which helps to simplify the training process,
reducing the demand for computational resources. Lastly, it can process and analyze
multiple image sequences by integrating relevant information from various sequence
images to increase the precision and stability of segmentation.

Our method effectively combines the contextual information in soil CT image se-
quences through its bidirectional structure, allowing for a more comprehensive under-
standing and utilization of the dynamic changes between images when facing consecutive
images. This results in more precise image segmentation in complex scenarios. Such a
design not only improves the model’s utilization rate of spatial dimensional information
but also provides a new technical approach for image analysis in the soil domain.

2.3. Evaluation Metrics

To evaluate the effect of segmentation quantitatively, the values of soil pores are
represented as a positive class, while the values of other soil materials are represented as
a negative class. The following four situations form the basis for our evaluation metrics:
When a pore is predicted to be a pore, it is recorded as a true positive (TP). When a pore
is predicted to be another material, it is recorded as a false negative (FN). Other materials
predicted to be pores are recorded as false positives (FP). Other materials predicted to be
other materials are recorded as true negatives (TN).

Segmentation accuracy is defined as the proportion of correctly segmented pixels
among all pixels in a soil image and can be computed as follows:

Acc =
TP + TN

TP + TN + FP + FN
(2)

Segmentation precision represents the proportion of all correct pore predictions. To
some extent, precision can also be defined as the degree of over-segmentation. Precision is
computed as follows:

P =
TP

TP + FP
(3)

Segmentation recall represents the proportion of all real soil pores that are correctly
identified. To some extent, recall can also be defined as the degree of under-segmentation.
Recall is computed as follows:

R =
TP

TP + FN
(4)

For a given soil image, there may be differences in precision and recall, making it
inconvenient to compare the advantages and disadvantages of different methods. The
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F1-score is the harmonic mean of precision and recall. A higher F1-score indicates a better
model. The F1-score is computed as follows:

F1 =
2 × P × R

P + R
=

2TP
2TP + FP + FN

(5)

3. Results and Discussion
3.1. Experimental Details

To evaluate the performance of different models on the soil pore segmentation task,
we evaluated models on a soil CT image dataset containing 3570 soil CT images. The image
data were divided into a training set and a test set, at a ratio of 7:3. The training set was
used to train all network models, while the test set was used to validate the results of the
models. Our model was implemented using the PyTorch framework, and model training
was performed using an NVIDIA RTX 2080Ti GPU for acceleration. The model was not
spliced into separate components, and an end-to-end training strategy was adopted.

During the training process, the parameters were randomly initialized, the loss func-
tion was the weighted cross-entropy loss function, the parameter optimizer was the Adam
optimizer, the learning rate was always lr = 1e − 5, and the batch size for batch training
was four. The features of adjacent images were added to the LSTM network to produce a
beneficial effect for classification, and the number of sequence images affected the model
accuracy. For the CLSTM, U-Net–LSTM, and BDULSTM models, we tested inputting three,
five, seven, and nine sequential images for training. The soil pore segmentation accuracy,
precision, recall, and F1-score were measured to evaluate the performance of different
network models.

3.2. Effects of Different Numbers of Image Slices

Variations in the number of slices in CT images can affect the accuracy and effi-
ciency of models for soil pore recognition tasks. We experimentally compared the perfor-
mances of models with different numbers of CT image slices and analyzed the differences
in the results.

BDULSTM utilizes a bidirectional architecture to leverage the forward and backward
features of adjacent images. Therefore, the number of sequential images affects the theoreti-
cal results of the model. Different numbers of input sequence images were tested for the
three soil samples (i.e., three, five, seven, and nine images).

As shown in Table 1, both accuracy and F1-score improve slightly with an increase in
the number of sequence images. Although the improvement is slight, the variance tends to
decrease, corresponding to increased robustness. However, the number of sequence images
and evaluation indicators do not exhibit linear relationships. When the number of images
increased from seven to nine, the evaluation indicators no longer improved. CLSTM has
a bottleneck in terms of sequence processing power, meaning excessively long sequences
lead to degraded performance. The qualitative results for different numbers of images can
be found in Figure 4.

Table 1. Quantitative comparisons of segmentation performance (%).

Soil Type Number of Images Accuracy Precision Recall F1-Score

Primary 3 96.51 ± 1.02 × 10−2 96.54 ± 1.55 × 10−2 68.02 ± 7.54 × 10−1 79.48 ± 2.93 × 10−1

5 96.47 ± 1.15 × 10−2 98.23 ± 9.25 × 10−3 66.37 ± 8.28 × 10−1 78.85 ± 3.53 × 10−1

7 96.49 ± 1.01 × 10−2 96.40 ± 1.45 × 10−2 67.96 ± 7.64 × 10−1 79.38 ± 2.92 × 10−1

9 96.48 ± 1.07 × 10−2 96.83 ± 1.31 × 10−2 67.51 ± 8.03 × 10−1 79.20 ± 3.17 × 10−1

Frozen 3 98.72 ± 3.44 × 10−3 96.59 ± 8.08 × 10−2 86.80 ± 7.93 × 10−1 91.08 ± 1.68 × 10−1

5 98.88 ± 1.11 × 10−3 93.49 ± 2.16 × 10−1 92.15 ± 4.51 × 10−1 92.50 ± 5.08 × 10−2

7 98.80 ± 9.14 × 10−4 92.08 ± 3.08 × 10−1 92.76 ± 4.05 × 10−1 92.07 ± 4.25 × 10−2

9 98.87 ± 1.40 × 10−3 94.08 ± 2.29 × 10−1 91.48 ± 5.40 × 10−1 92.40 ± 6.85 × 10−2
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Table 1. Cont.

Soil Type Number of Images Accuracy Precision Recall F1-Score

Thawed 3 98.93 ± 2.94 × 10−3 90.74 ± 1.90 × 10−1 92.68 ± 6.16 × 10−1 91.46 ± 1.76 × 10−1

5 98.89 ± 3.03 × 10−3 90.11 ± 1.97 × 10−1 92.74 ± 6.14 × 10−1 91.17 ± 1.80 × 10−1

7 98.95 ± 3.03 × 10−3 90.83 ± 2.05 × 10−1 92.85 ± 6.09 × 10−1 91.59 ± 1.81 × 10−1

9 98.78 ± 3.28 × 10−3 88.30 ± 2.28 × 10−1 93.02 ± 6.09 × 10−1 90.37 ± 1.91 × 10−1
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A previous study on pulmonary nodule classification using CT scans found that
using additional slices could capture more comprehensive information regarding nodule
characteristics, leading to a higher performance [42]. However, there may be a limit to the
benefit of adding more slices, as the computational complexity of the model may increase,
leading to issues such as overfitting. Increasing the number of sequence images had a
positive effect on model performance, but the training time also increased and model
performance stopped improving when the number of sequence images increased to nine.
Therefore, groups of seven images were selected as BDULSTM sequences based on the
results of this experiment. The results of our analysis provide insights into the optimal
number of slices required for pore recognition and contribute to the advancement of CT
image analysis.

3.3. Qualitative Results

In the original CT images of soil, pores appeared as black regions, signifying areas of
interest for segmentation. Other soil constituents, such as solid particles, were represented
in shades of gray and white. Figure 5 illustrates the segmentation outcomes from various
network models. Although the results from the majority of the models are predominantly
precise, a number of them tend to underestimate the pore size to different extents when
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contrasted with images that have been manually adjusted. Given the variability in soil
composition and the heterogeneity of pore distributions, numerous gray values within the
soil CT images may confound the models’ assessments.
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Certain small pores are not well segmented and are predominantly overlooked, which
can be ascribed in part to the diminished representation of pore structures in the soil images.
The absent pores are denoted by circles in Figure 5. For elongated, strip-shaped pores, only
the proposed method successfully connects them in a manner akin to the calibration chart,
whereas alternative methods yield fragmented results. Qualitatively, the experimental
outcomes suggest that BDULSTM offers superior segmentation, capturing the smallest
pores and providing results that visually approximate those of the manually refined images
most closely.

3.4. Quantitative Evaluations

As shown in Table 2, CLSTM yielded the lowest accuracy and the highest variance.
The poor performance of CLSTM can be attributed to the fact that it simply switches the
processes within LSTM to convolutions for 2D data, rather than being properly tuned
for image segmentation. The accuracy values of the other models are high and similar,
and the variance of BDULSTM is the smallest among all models, demonstrating that its
performance is the most stable. The variance further decreases for U-Net–LSTM and
BDULSTM when increasing the number of sequence images, indicating that increasing the
number of sequence images is beneficial for accuracy.

Table 2. Quantitative comparisons of segmentation performance (%).

Model Soil Type Accuracy Precision Recall F1-Score

CLSTM Primary 96.56 ± 9.35 × 10−3 93.40 ± 3.50 × 10−1 71.94 ± 1.31 80.45 ± 3.10 × 10−1

Frozen 97.79 ± 7.12 × 10−3 99.10 ± 9.05 × 10−3 61.92 ± 2.74 74.89 ± 1.61
Thawed 97.71 ± 8.16 × 10−3 99.88 ± 2.80 × 10−4 63.79 ± 1.87 77.04 ± 9.82 × 10−1

U-Net Primary 96.57 ± 1.19 × 10−2 94.66 ± 4.33 × 10−1 70.88 ± 3.19 × 10−1 80.20 ± 1.48
Frozen 97.28 ± 1.85 × 10−2 74.79 ± 2.86 × 10−1 99.55 ± 6.44 × 10−1 85.16 ± 7.31 × 10−3

Thawed 98.47 ± 4.59 × 10−3 99.94 ± 2.31 × 10−1 77.73 ± 4.89 × 10−4 87.25 ± 5.80 × 10−1

U-Net–LSTM Primary 96.57 ± 1.57 × 10−2 96.95 ± 1.37 × 10−1 68.86 ± 1.69 79.67 ± 6.32 × 10−1

Frozen 98.43 ± 1.08 × 10−2 98.71 ± 1.68 × 10−2 73.03 ± 3.88 82.38 ± 1.70
Thawed 98.50 ± 7.46 × 10−3 99.65 ± 4.95 × 10−3 76.49 ± 1.92 85.84 ± 7.24 × 10−1

BDULSTM Primary 96.49 ± 1.01 × 10−2 96.40 ± 1.45 × 10−2 67.96 ± 7.64 × 10−1 79.38 ± 2.92 × 10−1

Frozen 98.80 ± 9.14 × 10−4 92.08 ± 3.08 × 10−1 92.76 ± 4.05 × 10−1 92.07 ± 4.25 × 10−2

Thawed 98.95 ± 3.03 × 10−3 90.83 ± 2.05 × 10−1 92.85 ± 6.09 × 10−1 91.59 ± 1.81 × 10−1

CLSTM achieved the greatest precision of 0.98. However, it had an extremely poor
recall rate. This indicates that CLSTM is under-segmented and loses a portion of the soil
pore region, resulting in worse performance than U-Net. As U-Net–LSTM and BDULSTM
progressed from three sequence images to seven sequence images, their precision decreased,
indicating that larger pore structures were obtained. Correspondingly, their recall increased
following the addition of sequence images. This indicates that adding more sequence
images causes these models to correct for omissions in segmenting pores and to classify
more regions as pores.

The F1-score, which is a combined precision and recall evaluation indicator, is the most
comprehensive measure of segmentation effect. The F1-score of CLSTM was the lowest,
indicating that its segmentation effect was the worst. BDULSTM slightly outperformed
U-Net–LSTM, and after increasing from three to seven sequence images its F1-score in-
creased significantly, further demonstrating that increasing the number of sequence images
is effective up to a certain point.

In general, CLSTM is not suitable for directly segmenting images. U-Net performed
well in general, but it had some limitations. Additionally, U-Net–LSTM is beneficial for
U-Net optimization. All indicators of BDULSTM were the best and exhibited the smallest
variance, indicating that it has strong robustness and adaptability for identifying pores and
solid particles in complex soils.
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3.5. Neural Network Complexity

In Table 3, we present the numbers of parameters, FLOPs, and memory sizes of
the models. The FLOPs and memory size were calculated based on the input size of
3 × 256 × 256 using the sliding window method. There were seven sequence images for
CLSTM, U-Net–LSTM, and BDULSTM. According to our benchmarks, BDULSTM is a
moderately sized model, with 50.82 M parameters and 32.87 GFLOPs. For comparison,
U-Net–LSTM has 51.90 M parameters and 38.47 GFLOPs.

Table 3. Comparison of number of parameters, FLOPs, and memory requirements for various models.

Models Parameters (M) FLOPs (G) Memory (M)

CLSTM 0.55 10.85 32.87
U-Net 7.41 11.60 202.75
U-Net–LSTM 51.90 38.47 442.50
BDULSTM 50.82 32.87 409.50

Although more complex than both the basic CLSTM and U-Net, BDULSTM has lower
model complexity than U-Net–LSTM and exhibited better performance on our benchmarks.
Additionally, the memory size of BDULSTM is 409.50 M, while that of U-Net–LSTM
is 442.50 M. Therefore, BDULSTM requires less memory than U-Net–LSTM to process
sequence images.

4. Conclusions

Our study successfully employed the BDULSTM method for 3D segmentation of soil
CT images, leveraging the combined strengths of U-Net and CLSTM networks to process
image sequences and improve segmentation performance. Experiments on soil CT images
in various freeze–thaw scenarios yielded the following conclusions:

(1) The performance of BDULSTM varies depending on the number of sequence
images used. The maximum performance is achieved when utilizing seven images.

(2) BDULSTM effectively captures the 3D structure of soil pores by processing se-
quential images. When compared to other models, BDULSTM demonstrates superior
performance in pore segmentation.

(3) The model complexity, floating-point operations (FLOPs), and memory require-
ments of BDULSTM remain reasonably low, thereby expanding the practical application of
the BDULSTM method and facilitating its operation on low-power devices.

When processing complex 3D data that heavily depend on spatial structures, BDUL-
STM may not perform as well as 3D convolutional networks. However, if computational
resources are extremely limited, using BDULSTM could be a reasonable compromise. In
conclusion, BDULSTM has shown promising capabilities in segmenting 3D soil pore struc-
tures within CT images, and it lays a solid groundwork for further 3D pore structure
analysis in soil science.
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