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Simple Summary: With the rapid technological advances, the application of artificial intelligence
(AI) has witnessed significant growth in the agricultural industry, specifically in the poultry sector.
The use of AI in estimating poultry weight can significantly impact production economics and overall
efficiency in the poultry sector. Therefore, this paper presents an innovative AI approach based on
the fuzzy logic (FL) method for estimating poultry weight. The FL models were created using expert
knowledge and key input variables such as indoor temperature, humidity, and feed consumption.
This study’s findings demonstrate that FL-based methods exhibit great promise for achieving accurate
and efficient poultry weight estimation. Integrating the FL technique in the poultry industry can
bring numerous benefits, including improved decision-making processes, enhanced efficiency, and
reduced costs.

Abstract: Traditional manual weighing systems for birds on poultry farms are time-consuming and
may compromise animal welfare. Although automatic weighing systems have been introduced
as an alternative, they face limitations in accurately estimating the weight of heavy birds. There-
fore, exploring alternative methods that offer improved efficiency and precision is necessary. One
promising solution lies in the application of AI, which has the potential to revolutionize various
aspects of poultry production and management, making it an indispensable tool for the modern
poultry industry. This study aimed to develop an AI approach based on the FL model as a viable
solution for estimating poultry weight. By incorporating expert knowledge and considering key input
variables such as indoor temperature, indoor humidity, and feed consumption, FL-based models
were developed with different configurations using Mamdani inferences and evaluated across eight
different rearing periods in Samsun, Türkiye. This study’s results demonstrated the effectiveness
of FL-based models in estimating poultry weight. The models achieved varying average absolute
error values across different age groups of broilers, ranging from 0.02% to 5.81%. These findings
suggest that FL-based methods hold promise for accurate and efficient poultry weight estimation.
This study opens up avenues for further research in the field, encouraging the exploration of FL-based
approaches for improved poultry weight estimation in poultry farming operations.

Keywords: artificial intelligence; broiler; defuzzification; expert system; linguistic variables

1. Introduction

The increasing world population is expected to pose significant challenges for meeting
the growing food demand in the coming years [1,2]. Poultry meat production has proven
to be a crucial factor in meeting this demand due to its ability to efficiently produce high-
quality protein, making it a key player in the global food system [3]. The world’s chicken
meat production has been continuously expanding since 2015 and reached 102 million tons
in 2022 due to its affordable prices and superior quality nutrition [4]. Although projected to
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rise more slowly in the future than in the past decade, poultry meat is expected to continue
to be the primary growth driver for meat production [5].

The physical growth attributes of poultry, including their size and body weight, are
crucial factors in evaluating the efficiency of poultry production [6]. This evaluation
involves comparing the amount of feed consumed with the measured weight of the birds.
It is also essential for flock managers to know the average weight and weight range at
slaughter to select and slaughter broilers accurately. Accurate weight estimation of poultry
is crucial for efficiently managing poultry farming operations. Poultry farming is essential
for the livestock industry, providing a significant portion of the world’s meat products.
With the rapid expansion of poultry enterprises to meet the growing demand for meat
products, the importance of monitoring the weight of poultry has increased significantly [7].

The most common method of measuring weight is a manual process that is labor-
intensive, compromises chicken welfare, and can lead to lower quality and yield and even
death of the birds [8]. Automatic weighing systems in modern poultry houses weigh birds
where they volunteer, but heavier birds are less likely to visit the platform, making it
difficult to determine their weight accurately [9]. To overcome such challenges, researchers
have developed weight estimation models [10,11] but rely on empirical formulas based on
linear regressions that may not fully capture the complex and nonlinear relations among
factors that influence bird weight [12]. Therefore, alternative approaches are needed to
improve the accuracy and reliability of weight estimation in poultry.

FL offers a promising alternative approach to poultry weight estimation, as it is capable
of handling uncertain and imprecise data while capturing complex, nonlinear relations
among variables. The methodology of FL involves utilizing a set of linguistic rules to
generate an output by combining various input variables [13]. The primary objective of this
approach is to establish a common linguistic platform that links a set of words, representing
qualitative assessments provided by an expert, to a numerical set, representing quantitative
data. This process aims to bridge the gap between qualitative and quantitative information,
thereby facilitating a more comprehensive analysis and informed decision making [14].

By integrating expert knowledge and experience, FL systems enhance the accuracy
of weight estimation, even when dealing with incomplete or uncertain data. This ability
to account for uncertainty and vagueness in the data makes FL a valuable tool for poultry
weight estimation, allowing for more reliable results in practical applications [15].

Accurate weight estimation is critical to optimizing production efficiency, minimizing
waste, and ensuring profitability. The use of FL poultry weight estimation systems can help
meet the increasing demand for food by improving production capacity and quality in the
poultry industry. In this study, an AI model for poultry weight prediction was developed
using an FL approach based on this premise.

Literature Review, Research Questions, and Contributions of the Study

AI techniques for poultry management have gained popularity worldwide due to
their ability to accurately model complex relations among various factors [15–19]. These
techniques can handle imprecise and uncertain data and adapt to changing conditions,
making them a powerful tool in poultry production [19–21].

The poultry industry is an important sector in Türkiye, and the demand for poultry
products is rapidly increasing [22]. However, AI techniques for poultry weight estimation
are not yet widely used in Türkiye. By adopting AI techniques, including FL expert systems,
for poultry weight estimation, the Turkish poultry industry can remain competitive and
sustainable in the long term, especially as the demand for poultry products continues to
increase worldwide.

The systematic application of FL is essential for solving complicated real-life problems,
especially for decision making. From a human perspective, tools are needed to manage
subjective information, while from a data processing perspective, precise definitions are
required to facilitate decision making. However, humans can work with vague, imprecise,
and linguistic definitions commonly observed in the real world. Therefore, the inclusion of
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FL enables handling such complex, uncertain, and imprecise information and can improve
the accuracy and reliability of decision-making processes [15,23–25].

The literature presents numerous studies that utilize various AI techniques for model-
ing poultry production data. For example, the authors of [26] implemented a three-layer
feedforward artificial neural network to predict body weight in broiler chickens. In ref. [27],
the author employed neural network models to predict the growth of broiler chickens
over the next 50 days using actual growth data. In the research of [28], a novel approach
was proposed for modeling the growth of broiler chickens by introducing a differential
recurrent neural network. The researchers in [29] explored the feasibility of analyzing the
growth of chickens using a radial basis function neural network approach. In ref. [30],
the author developed an artificial neural network model that effectively established the
relations between the input and output variables of feed intake, weight gain, and feed
conversion ratio. In the investigation of [31], dynamic neural network forecasting models
were trained on farm-scale broiler batch production data from 12 batches within the same
house. These models were used to forecast future broiler weight while incorporating
environmental conditions such as heating, ventilation, temperature, and behavioral factors
like feed and water consumption. The study’s findings indicated that the model success-
fully captured the dynamic interconnection between environmental conditions and broiler
growth, highlighting the model’s ability to accurately predict the future growth patterns of
broilers based on the provided inputs. The authors of [32] demonstrated that their neural
network model achieved satisfactory performance in predicting the feed conversion of
broilers under heat stress.

These studies have contributed significantly to our understanding; however, to the
best of our knowledge, this study is a pioneering study that, for the first time, reports the
use of FL systems for estimating broiler weights in poultry buildings. Particularly, this
study addresses the following research questions: (1) What is the predictive ability of FL
systems in estimating bird weights in poultry houses? (2) What is the effect of the different
defuzzification methods in the developed FL model for weight estimation? (3) What
potential impact will the developed FL model have on the poultry industry? Various
research methods were used to address these research questions. After conducting the
literature survey and finding the research gaps, the main contribution of the current work
will be to provide a novel method for estimating the broiler weights in poultry buildings
based on an FL approach.

The remaining sections of the article are organized as follows: Section 2 describes
the methodology proposed in the study, detailing the approach for estimating broiler
weights in poultry buildings. Section 3 presents the results obtained from implementing the
proposed methodology. It includes the findings related to broiler weight estimation using
the FL systems and any additional analyses. The discussion section (Section 4) analyzes
and interprets the results obtained. It provides insights into the implications of the findings,
explores potential limitations faced during the study, and compares the outcomes with
previous research. Section 5 summarizes the main findings of the study and highlights
their significance. Additionally, it offers recommendations for future research directions.

2. Materials and Methods
2.1. Experimental Building and Data

The research was conducted at a commercial broiler farm located in Samsun, Türkiye
(41◦70′ N, 36◦30′ E). The farm had the dimensions of 90 m in length, 14 m in width, and
3.80 m in height. Chickens from the “Ross 308” breeding stock were reared until they
reached 40–42 days of age. The farm utilized an automatic control system to regulate venti-
lation, heating, lighting, feeding, and watering. Chicken weights and feed consumption
were recorded weekly over eight rearing seasons. The statistical parameters of indoor
temperature, indoor relative humidity, feed consumption, and chicken weights are shown
in Table 1.
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Table 1. The statistical parameters of the inputs and output data.

Inputs Output

Seasons
(Dates) Statistics Temperature

(ti, ◦C)

Relative
Humidity

(rhi, %)

Feed
Consumption

(fc, g)

Chicken
Weight
(wa, g)

S1
(3 February 2018
16 March 2018)

Minimum 20.90 57.03 189 190
Maximum 29.95 64.40 4284 2380

Mean 24.96 62.22 1885.50 1233.83

S2
(9 April 2018
20 May 2018)

Minimum 21.14 55.43 170 164
Maximum 30.56 69.95 4087 2400

Mean 25.81 63.11 1851.33 1234.33

S3
(12 June 2018
22 July 2018)

Minimum 25.96 58.43 186 182
Maximum 30.18 70.77 4382 2420

Mean 27.18 65.63 2021.50 1320.17

S4
(9 November 2018
19 December 2018)

Minimum 20.11 56.45 155 158
Maximum 29.76 73.29 4239 2420

Mean 24.52 68.66 1841.83 1186.83

S5
(9 January 2019

19 February 2019)

Minimum 20.19 58.00 169 174
Maximum 29.55 74.00 4408 2666

Mean 24.31 65.04 2008.83 1366.17

S6
(14 March 2019
29 April 2019)

Minimum 20.36 56.43 223 213
Maximum 30.10 74.43 4349 2660

Mean 24.56 67.05 2007.67 1414.83

S7
(16 July 2019

26 August 2019)

Minimum 23.06 55.70 185 196
Maximum 30.70 73.41 4812 2640

Mean 26.39 63.72 2209 1391.67

S8
(11 September 2019

23 October 2019)

Minimum 20.45 56.64 150 146
Maximum 28.87 85.86 4102 2350

Mean 25.39 70.48 1796.50 1183.50

2.2. Fuzzy Logic (FL)

FL was introduced by ref. [33] in the 1960s as a mathematical framework for dealing
with uncertainty and ambiguity in decision making. FL extends classical (crisp) set theory
by allowing degrees of membership or truth values between 0 and 1 rather than just binary
membership (either 0 or 1), as in classical set theory [33].

FL is an expert system composed of fuzzification, knowledge base, inference engine,
and defuzzifier parts [34,35]:

Fuzzifier: It converts crisp input values (e.g., numerical values) into fuzzy values,
representing degrees of membership in fuzzy sets. The fuzzifier takes input values and
maps them to fuzzy sets using membership functions, which define the shape of the fuzzy
sets and determine how input values are transformed into fuzzy values.

Knowledge Base: It contains the fuzzy rules and the associated fuzzy sets. Fuzzy rules
are typically expressed in the form of “If–Then” statements, where the antecedent (input)
part consists of fuzzy sets and the consequent (output) part consists of fuzzy sets or crisp
values. The knowledge base stores these rules, which are used for making decisions or
performing actions based on the fuzzy input values.

Inference Engine: It is responsible for applying the fuzzy rules to the fuzzy input
values to determine the fuzzy output values. The inference engine uses FL operations, such
as AND, OR, and NOT, to combine the fuzzy sets and perform fuzzy reasoning. The result
is a set of fuzzy output values representing the degrees of membership in fuzzy sets for the
output variables.

Defuzzifier: It is responsible for converting the fuzzy output values into crisp output
values. The defuzzifier takes the fuzzy output values and maps them back to crisp values



Animals 2023, 13, 2471 5 of 16

using various methods, such as centroid, mean of maximum, or weighted average. The
crisp output values represent the final decisions or actions based on the fuzzy input values
and the fuzzy rules.

2.3. Fuzzification

Membership functions are determined as the initial step in designing a Mamdani fuzzy
inference system (MFIS), considering the fact that fuzzy inputs are used [36]. The member-
ship functions can take different functional forms to represent different degrees of fuzziness,
such as linear, concave, and exponential forms. Among these, the linear triangular and
linear trapezoidal membership functions are commonly used in many studies [37].

A triangular fuzzy number is defined by a membership function that assigns member-
ship degrees to values within a certain range (Figure 1a). The membership function for a
triangular fuzzy number with the triplet (a, b, c) can be described as follows:

µA(x) =


x ≤ a or x ≥ c; 0
a < x < b; (x− a)/(b− a)
b < x < c; (c− x)/(c− b)
x = b; 1

(1)
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A trapezoidal fuzzy number is characterized by a membership function that assigns
membership degrees to values within a specific range (Figure 1b). The membership function
for a trapezoidal fuzzy number with the vertices (a, b, c, d) can be defined as follows:

µA(x) =


x ≤ a or x ≥ d; 0
a < x < b; (x− a)/(b− a)
c < x < d; (d− x)/(d− c)
b ≤ x ≤ c; 1

(2)

2.4. Fuzzy Rule Base

The establishment of rules holds a central position within a fuzzy inference system
(FIS). These rules are typically expressed using linguistic terms, offering a more intuitive
representation compared to numerical terms. The commonly adopted format for these rules
is the “If–Then” structure, which applies well to implementing fuzzy conditional statements.
The utilization of “If–Then” rules is crucial because they provide a means to effectively cap-
ture and embody human expertise and knowledge within a fuzzy framework [38]. When
it comes to deriving fuzzy rules, various approaches exist, including integrating expert
knowledge and applying fuzzy modeling techniques. The present study implemented a
fuzzy model by defining a set of fuzzy linguistic rules based on expert knowledge.

2.5. Inference Engine and Defuzzification

The fuzzy interface engine is an essential component of an FL system that processes
the inputs and applies the rules to produce a meaningful output. It combines the linguistic
variables and fuzzy sets identified in the previous steps to make a decision.
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The integration process combines the individual fuzzy areas determined in the previ-
ous step to generate the overall fuzzy conclusion. This process involves aggregating the
fuzzy sets, considering the weights assigned to each rule and output fuzzy set.

The fuzzy inference process used in this step typically employs the “min–max infer-
ence” method. This method uses the minimum and maximum operators to determine the
degree of membership of the output variable in the fuzzy sets. The minimum operator is
used to find the degree of membership of the input variable in the corresponding fuzzy set,
while the maximum operator is used to determine the degree of membership of the output
variable in the fuzzy set associated with the rule [39].

The result of the integration step is a fuzzy conclusion that provides an output value
or a range of values. This output value is then defuzzified to obtain a crisp value that can
be used as the final decision or as an input to another system. There are several popular
defuzzification approaches, including the center of area method (COA), the bisector of
area method (BOA), the mean of maximum method (MOM), the smallest of maximum
method (SOM), and the largest of maximum method (LOM) [40]. This paper used these
defuzzification methods to prove the model’s validity. The predictive abilities of these
methods were investigated according to the coefficient of determination (R2), mean absolute
error (MAE), and root mean square error (RMSE). The equations are defined below:

R2 =

n
∑

i=1
(Xmea − Xmea,avg)(Xest − Xest,avg)

n
∑

i=1
(Xmea − Xmea,avg)

2 n
∑

i=1
(Xest − Xest,avg)

2
(3)

MAE =

n
∑

i=1
(|Xmea − Xest|)

n
(4)

RMSE =

√√√√√ n
∑

i=1
(Xmea − Xest)

2

n
(5)

In addition, the prediction of the MFIS model was made according to the absolute
percentage error (APE) as follows:

APE =
|Xmea − Xest|

Xmea
× 100 (6)

where Xmea is the measured value of variables, Xest is the estimated value of variables, and
Xmea,avg and Xest,avg are the measured and estimated average values of variables, respectively.
n is the sample number.

3. Results

The determination of membership functions is a critical step in developing an accurate
and reliable FIS. It requires expert knowledge, careful analysis, and sound judgment. This
paper used triangular and trapezoidal membership functions due to their simplicity and
good computational efficiency. We employed five fuzzy sets of membership functions
for the inputs and outputs of the MFIS (FIS 1, FIS 2, FIS 3, FIS 4, FIS 5, and FIS 6). The
fuzzy sets were represented in the form of linguistic rating variables, such as “Very Low”,
“Low”, “Medium”, “High”, and “Very High” for the weeks of the rearing period, as shown
in Table 2. The memberships of the inputs and output of the MFIS are illustrated in
Figures 2 and 3, respectively.
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Table 2. Linguistic terms for inputs and output for weeks of the rearing periods.

Fuzzy
Set Weeks Linguistic

Terms
Inputs Output

ti, ◦C rhi, % fc, g wa, g

FIS1 W1

Very Low (VL) 23–27 30–50 100–160 100–160
Low (L) 25–29 40–60 140–180 140–180

Medium (M) 27–31 50–70 160–200 160–200
High (H) 29–33 60–80 180–220 180–220

Very High (VH) 31–35 70–100 200–260 200–260

Very Low (VL) 20–24 30–50 250–400 250–400
Low (L) 22–26 40–60 350–450 350–450

FIS2 W2 Medium (M) 24–28 50–70 400–500 400–500
High (H) 26–30 60–80 450–550 450–550

Very High (VH) 28–32 70–100 500–650 500–650

Very Low (VL) 18–22 30–50 1000–1175 700–875
Low (L) 20–24 40–60 1100–1250 800–950

FIS3 W3 Medium (M) 22–26 50–70 1175–1325 875–1025
High (H) 24–28 60–80 1250–1400 950–1100

Very High (VH) 26–30 70–100 1325–1500 1025–1200

Very Low (VL) 18–21 30–50 1800–2000 1250–1375
Low (L) 19.5–22.5 40–60 1900–2100 1300–1450

FIS4 W4 Medium (M) 21–24 50–70 2000–2200 1375–1525
High (H) 22.5–25.5 60–80 2100–2300 1450–1600

Very High (VH) 24–28 70–100 2200–2500 1525–1700

Very Low (VL) 18–20.5 30–50 3000–3200 1750–1950
Low (L) 19–22 40–60 3100–3300 1850–2050

FIS5 W5 Medium (M) 20.5–23.5 50–70 3200–3400 1950–2150
High (H) 22–25 60–80 3300–3500 2050–2250

Very High (VH) 23.5–27 70–100 3400–3700 2150–2400

Very Low (VL) 16.0–18.5 30–50 4000–4300 2250–2375
Low (L) 17.0–20.0 40–60 4150–4450 2300–2450

FIS6 W6 Medium (M) 18.5–21.5 50–70 4300–4600 2375–2525
High (H) 20.0–23.0 60–80 4450–4750 2450–2600

Very High (VH) 21.5–26.0 70–100 4600–4900 2525–2750

These membership functions helped in converting numeric variables into linguistic
terms. For example, some linguistic expressions and membership functions of FIS1 obtained
from the developed rules were given as follows:

For indoor temperature (ti): Very Low (VL) and Medium (M) linguistic variables,

µVL(ti) =


23 ≤ ti ≤ 25; 1
25 < ti < 27; (27− ti)/2
ti ≥ 27; 0

µVL(ti) =
{

1.00
25.00

+
0.90

25.20
+ · · ·+ 0.50

26.00
+ · · ·+ 0.10

26.80
+

0.00
27.00

} (7)

µM(ti) =


ti ≤ 27 or ti ≥ 31; 0
27 < ti < 29; (ti− 27)/2
29 < ti < 31; (31− ti)/2
ti = 29; 1

µM(ti) =
{

0.00
27.00

+
0.10
27.20

+ · · ·+ 1.00
29.00

+ · · ·+ 0.10
30.80

+
0.00
31.00

} (8)
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For indoor relative humidity (rhi): Low (L) and High (H) linguistic variables,

µL(rhi) =


rhi ≤ 40 or rhi ≥ 60; 0
40 < rhi < 50; (rhi− 40)/10
50 < rhi < 60; (60− rhi)/10
rhi = 50; 1

µL(rhi) =
{

0.00
40.00

+
0.10

41.00
+ · · ·+ 1.00

50.00
+ · · ·+ 0.10

59.00
+

0.00
60.00

} (9)

µH(rhi) =


rhi ≤ 60 or rhi ≥ 80; 0
60 < rhi < 70; (rhi− 60)/10
70 < rhi < 80; (80− rhi)/10
rhi = 70; 1

µH(rhi) =
{

0.00
60.00

+
0.10

61.00
+ · · ·+ 1.00

70.00
+ · · ·+ 0.10

79.00
+

0.00
80.00

} (10)

For feed consumption (fc): Medium (L) and Very High (VH) linguistic variables,

µM( f c) =


f c ≤ 160 or f c ≥ 200; 0
160 < f c < 180; ( f c− 160)/20
180 < f c < 200; (200− f c)/20
f c = 180; 1

µM( f c) =
{

0.00
160.00

+
0.10

162.00
+ · · ·+ 1.00

170.00
+ · · ·+ 0.10

198.00
+

0.00
200.00

} (11)

µVH( f c) =


f c ≤ 200; 0
200 < f c < 220; ( f c− 200)/20
220 ≤ f c ≤ 260; 1

µVH( f c) =
{

0.00
200.00

+
0.10

202.00
+ · · ·+ 0.50

210.00
+ · · ·+ 0.90

218.00
+

1.00
220.00

} (12)
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For weight (wa): Very Low (VL) and Very High (VH) linguistic variables,

µVL(wa) =


100 ≤ wa ≤ 140; 1
140 < wa < 160; (160− wa)/20
wa ≥ 160; 0

µVL(wa) =
{

1.00
140.00

+
0.90

142.00
+ · · ·+ 0.50

150.00
+ · · ·+ 0.10

158.00
+

0.00
160.00

} (13)

µVH(wa) =


wa ≤ 200; 0
200 < wa < 220; (wa− 200)/20
220 ≤ wa ≤ 260; 1

µVH(wa) =
{

0.00
200.00

+
0.10

202.00
+ · · ·+ 0.50

210.00
+ · · ·+ 0.90

218.00
+

1.00
220.00

} (14)

After determining the fuzzy sets in the form of linguistic rating variables, the next step
was to establish rules based on expert knowledge. In this case, a total of 97 possible rules
were formed from the six FISs: 10 rules for FIS1, 20 rules for FIS2, 15 rules for FIS3, 15 rules
for FIS4, 17 rules for FIS5, and 20 rules for FIS6. For example, if the indoor temperature
is “Low”, indoor relative humidity is “Low”, and feed consumption is also “Very Low”,
then the weight for FIS1 output is “Very Low”. Another example of a rule is, if the indoor
temperature is “Medium”, indoor relative humidity is “Medium”, and feed consumption is
also “Very High”, then the weight for FIS6 output is “High”. However, since there were too
many rules to display, only some of the dominant rules in the proposed model are listed
in Table 3.

Table 3. Some implemented if–then rules.

MFIS Rules
If Then
ti rhi fc wa

FIS1 1 Low Low Very Low Very Low
2 Medium Medium Medium Medium
...

...
...

...
...

10 Medium Medium Very High Very High

FIS2 11 Medium Medium Very Low Very Low
12 Medium Low Very High High
...

...
...

...
...

30 High High Low Low

FIS3 31 Medium Medium Low Low
32 Medium Medium Medium High
...

...
...

...
...

45 Medium Low Very Low Very Low

FIS4 46 High Medium Medium Low
47 Medium High High High
...

...
...

...
...

60 Very High High Very Low Very Low
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Table 3. Cont.

MFIS Rules
If Then
ti rhi fc wa

FIS5 61 Medium High Very High Very High
62 Low Medium Low Low
...

...
...

...
...

77 High Medium Medium Medium

FIS6 78 Low Medium Low Medium
79 Medium Medium Very High Very High
...

...
...

...
...

97 High Very High Low Low

In the last step of the MFIS, a defuzzification process was performed to obtain crisp
values. We applied various defuzzification methods, including COA, BOA, MOM, SOM,
and LOM, to demonstrate the model’s validity. The R2, RMSE, and MAE results of these
models are presented in Figure 4a–c. These figures indicate that the COA defuzzification
method outperformed the others based on the R2, RMSE, and MAE criteria. The BOA,
MOM, and SOM methods followed closely behind, while the LOM method was the least
accurate model. Therefore, the COA method was used for the defuzzification process in
further experiments.
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The measured and estimated broiler weight values and their corresponding APE
values are presented in Table 4. The APE values for FIS1, FIS2, FIS3, FIS4, FIS5, and
FIS6 ranged between 0.02–5.78%, 0.21–5.81%, 0.12–4.84%, 0.41–4.29%, 0.15–3.66%, and
0.37–2.47%, respectively, depending on the season.

Table 4. Summary of the measured and estimated broiler weight values.

Fuzzy Sets Weeks Seasons Measured Estimated APE (%)

FIS1 W1

S1 190.00 189.70 0.16
S2 164.00 170.51 3.97
S3 182.00 189.71 4.24
S4 158.00 163.05 3.20
S5 174.00 170.44 2.05
S6 213.00 212.95 0.02
S7 196.00 189.73 3.20
S8 146.00 154.44 5.78

FIS2 W2

S1 499.00 469.99 5.81
S2 469.00 469.99 0.21
S3 532.00 524.99 1.32
S4 378.00 367.77 2.71
S5 484.00 469.98 2.90
S6 553.00 565.27 2.22
S7 546.00 524.97 3.85
S8 392.00 410.00 4.59

FIS3 W3

S1 948.00 919.91 2.96
S2 931.00 950.00 2.04
S3 1177.00 1130.83 3.92
S4 869.00 870.00 0.12
S5 1024.00 1073.52 4.84
S6 1101.00 1069.94 2.82
S7 1085.00 1118.43 3.08
S8 802.00 805.12 0.39

FIS4 W4

S1 1397.00 1367.68 2.10
S2 1466.00 1460.00 0.41
S3 1536.00 1520.00 1.04
S4 1400.00 1460.00 4.29
S5 1588.00 1631.58 2.74
S6 1689.00 1631.24 3.42
S7 1580.00 1600.00 1.27
S8 1379.00 1359.82 1.39

FIS5 W5

S1 1989.00 1967.76 1.07
S2 1976.00 2001.93 1.31
S3 2074.00 2070.80 0.15
S4 1896.00 1965.44 3.66
S5 2261.00 2200.03 2.70
S6 2273.00 2200.07 3.21
S7 2303.00 2353.53 2.19
S8 2032.00 2071.79 1.96

FIS6 W6

S1 2380.00 2392.08 0.51
S2 2400.00 2379.14 0.87
S3 2420.00 2404.99 0.62
S4 2420.00 2390.11 1.24
S5 2666.00 2600.05 2.47
S6 2660.00 2600.05 2.25
S7 2640.00 2649.83 0.37
S8 2350.00 2379.41 1.25
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Figure 5 illustrates box plots that depict the distribution of the data. As shown in the
figure, the measured weight values ranged from 146 g to 2666 g, while the estimated values
ranged from 154.4 g to 2649.83 g. The data indicated that the MFIS models exhibited higher
accuracy in predicting broiler weight.
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Figure 5. Box plot—measured vs. estimated (MFIS).

4. Discussion

Physical growth characteristics are critical factors that determine the efficiency of
poultry production. Body weight is a crucial indicator of overall poultry health and
development and is a key factor in determining the market value of poultry [6]. Traditional
methods of measuring poultry weight can compromise bird welfare and may even lead
to lower quality and yield or death [8]. FL represents a promising alternative approach to
poultry weight estimation that can handle uncertain and imprecise data while modeling
complex, nonlinear relations among variables.

AI models for poultry growth prediction offer several advantages over traditional
methods, including faster predictions, greater accessibility, and the ability to simultaneously
analyze a wide range of variables [20,41,42]. However, it is crucial to handle the data
appropriately to ensure that the model’s predictions are accurate and unbiased.

The application of AI models in poultry growth prediction is expanding. For instance,
in the investigation of [17], the utilization of AI models with various training inputs resulted
in a prediction accuracy of growth and body weight in broiler chickens ranging from 98% to
99%. In another study, conducted for ref. [26], the AI approach appeared highly satisfactory,
and the performance was very high, at approximately 99%. This level of performance
was deemed acceptable by broiler researchers. The authors of [43] aimed to enhance
the prediction of live weight using various artificial neural network techniques, such
as Bayesian regulation, Levenberg–Marquardt, scaled conjugate gradient, and gradient
descent. Among these, Bayesian regulation exhibited the best performance with an R2

value of 0.98 for predicting broiler weight. Ref. [27] utilized various neural network models
to forecast the growth of broiler chickens for a subsequent 50 days, based on actual growth
data. The study concluded that differences between the response of the neural network
models and the actual poultry could be attributed to a variety of factors, including the
pattern of the data, the examples used for training and testing, the architecture of the
network, and the training process of each model.

These above-mentioned studies can provide valuable insights into the factors that
influence poultry growth and help producers optimize their operations for greater efficiency
and profitability. However, no study has been conducted about using FL systems to estimate
poultry building broiler weights. This paper introduces a novel FL-based approach for
estimating broiler weights in poultry buildings. The proposed method achieved mean
absolute percentage errors (MAPEs) of 2.83%, 2.95%, 2.52%, 2.08%, 2.03%, and 1.20% based



Animals 2023, 13, 2471 14 of 16

on rearing weeks, demonstrating its effectiveness. Similarly, in the studies conducted by
the authors [44,45], neural networks achieved MAPEs ranging from 1.32% to 1.99% and
1.83% to 4.07%, respectively, for biological growth modeling. These findings highlight the
potential of neural networks as an alternative approach to regression analysis for accurately
modeling biological growth processes.

FL-based models have several limitations, despite their usefulness in handling uncer-
tainty and imprecision. Foremost among them, these models can become highly complex,
especially when dealing with multiple input variables and numerous linguistic rules. The
more complex the system becomes, the more difficult it can become to interpret and manage
it effectively. Moreover, building an accurate FL model often requires expert input to refine
the linguistic variables and membership functions. However, eliciting expert knowledge
can be time-consuming and subjective, leading to biases in the model. Like other AI models,
FL models are also prone to overfitting if the training data does not adequately represent
the entire domain. Overfitting can lead to poor generalization and inaccurate predictions.
Despite these limitations, FL remains a valuable tool for certain problems, especially in the
presence of uncertainty and vagueness, and when expert knowledge is readily available to
build a useful model.

While this study produced noteworthy results, it is important to consider its limitations.
Specifically, this study only focused on researching the use of FL for weight estimation.
Future studies should explore practical approaches for the automatic weight estimation of
live broiler chickens using machine vision and FL, which could have significant implications
for the poultry industry.

5. Conclusions

Accurately estimating poultry body weight is a critical task for the poultry industry, as
it directly affects farm management and profitability. To this end, researchers have explored
various approaches to estimating poultry body weight, including traditional methods
and advanced AI techniques. This research introduces a novel technique for the weight
estimation of broiler chickens utilizing an FL approach. The developed Mamdani FL model
was evaluated using different defuzzification methods to obtain the best results, with the
COA method ultimately used for the defuzzification process. The FL models (FIS1, FIS2,
FIS3, FIS4, FIS5, and FIS6) showed APE values (%) ranged between 0.02–5.78, 0.21–5.81,
0.12–4.84, 0.41–4.29, 0.15–3.66, and 0.37–2.47, respectively, depending on the season.

These results suggest that FL systems with Mamdani inference, which include trian-
gular and trapezoidal membership functions of input–output variables and COA defuzzifi-
cation, have potential for accurately and efficiently estimating the weight of poultry and
could pave the way for further research in this field. However, there is still room for further
research to develop more accurate and practical methods for automatic weight estimation
of live broiler chickens using machine vision. By exploring innovative approaches, the
poultry industry can continue to improve its management practices and ensure the optimal
growth and productivity of poultry flocks.
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