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Abstract: The remote sensing of turbidity and suspended particulate matter (SPM) relies on atmo-
spheric corrections and bio-optical algorithms, but there is no one method that has better accuracy
than the others for all satellites, bands, study areas, and purposes. Here, we evaluated different
combinations of satellites (Landsat-8, Sentinel-2, and Sentinel-3), atmospheric corrections (ACOLITE
and POLYMER), algorithms (single- and multiband; empirical and semi-analytical), and bands (665
and 865 nm) to estimate turbidity and SPM in Patos Lagoon (Brazil). The region is suitable for
a case study of the regionality of remote-sensing algorithms, which we addressed by regionally
recalibrating the coefficients of the algorithms using a method for geophysical observation models
(GeoCalVal). Additionally, we examined the results associated with the use of different statistical
parameters for classifying algorithms and introduced a new metric (GoF) that reflects performance.
The best performance was achieved via POLYMER atmospheric correction and the use of single-band
algorithms. Regarding SPM, the recalibrated coefficients yielded a better performance, but, for
turbidity, a tradeoff between two statistical parameters occurred. Therefore, the uncertainties in the
atmospheric corrections and algorithms used were analyzed based on previous studies. In the future,
we suggest the use of in situ radiometric data to better evaluate atmospheric corrections, radiative
transfer modeling to bridge data gaps, and multisensor data merging for compiling climate records.

Keywords: ACOLITE; atmospheric correction; coastal water; Landsat-8/OLI; ocean color; perfor-
mance assessment; POLYMER; remote sensing; Sentinel-2/MSI; Sentinel-3/OLCI

1. Introduction

Estuaries and coastal lagoons are two types of coastal inland water bodies that share
similarities and differences in terms of their formation processes and oceanographic charac-
teristics [1]. However, both environments contain suspended particulate matter (SPM) [2,3],
which is relevant to their water quality, biogeochemistry, and bottom morphology [4].

The attenuation of light throughout the water column and the consequent limitation
of biological production [5] can be linked to the relationship between SPM and turbidity.
Turbidity is an optical property that reflects the attenuation (commonly scattering) of light
and depends not only on the concentration and characteristics of SPM (shape, size, and
sediment type) but also on the incident light field and the absorption of colored dissolved
organic matter (CDOM) [6]. If turbidity is considered a measure of light attenuation (such
as for turbidimetry), then CDOM could enhance turbidity, as attenuation is the result of
both scattering and absorption [6]. In contrast, if it is considered a measure of scattering
(such as for nephelometry), then CDOM could reduce turbidity (as it absorbs light, with
less light available for scattering), especially at shorter visible wavelengths [6,7]. However,
at longer wavelengths, CDOM imposes a negligible influence.

Turbidity and SPM, often interchangeably employed, are considerably different in
terms of how they are measured: SPM concentrations are determined gravimetrically [8],
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whereas turbidity is commonly measured via the side scattering of red (or near-infrared
(NIR)) wavelengths using a turbidimeter [6,9]. The negligible impact of CDOM absorption
within the red–NIR spectral region renders turbidity measurements a reliable proxy for SPM
concentration. This relationship is often effectively described through a linear model [2];
however, exceptions apply.

Traditional approaches for quantifying these parameters rely on in situ measurements
of turbidity or SPM and usually involve costly, laborious, and time-consuming processes,
limiting the study of the spatiotemporal variability in large areas and revealing associated
uncertainties [8]. Since turbidity and SPM are associated with light scattering, however,
they can be studied using remote sensing [10]. This alternative provides several advantages,
allowing a synoptic view of large areas and frequent revisits at a low cost. However, various
combinations of atmospheric corrections and algorithms could lead to different results,
making the selection of the best combination for each study area and purpose a nontrivial
task [11].

The initial challenge in applying satellite turbidity and SPM algorithms lies in the
necessary atmospheric correction of remote-sensing products. The complete correction
of atmospheric effects (considering both Rayleigh and aerosol scattering) is fundamental
for remote-sensing estimations of these variables [12]. Traditional approaches have been
developed for oceanic regions where the NIR water reflectance is negligible, and this part
of the spectrum can be used to estimate the contribution of aerosols [13]. However, in
coastal regions, up to 89% of the top-of-atmosphere reflectance in the NIR region may
originate from in-water constituents [12]. In this case, the reflectance is not only due to
aerosols but also due to SPM, and this requires a different approach [14–16]. Atmospheric
corrections for coastal waters can be divided into several approaches, including dark
spectral fitting [17], NIR (or shortwave infrared (SWIR) [14]) similarity spectrum [18],
neural networks [19,20], radiative transfer modeling (as described by [21]), and spectral
matching [16]. The advantages and disadvantages of all these methods have been described
in the literature [20,22]. For example, ACOLITE [17] relies on dark spectral fitting (DSF) as
a default option (alternatively, ACOLITE can use the SWIR similarity spectrum [14]) and
exhibits lower spatial noise in Rw and derived products [22], while POLYMER [16] is based
on a bio-optical model and spectral matching, providing the advantage of correcting sun
glint and adjacency effects [23]. These differences introduce specificity into the application
of atmospheric corrections [11]. Thus, the same correction can be identified as yielding a
better or worse performance depending on the region studied, band used, or final product
derived [20,22,24–26].

In addition, remote-sensing algorithms for turbidity and SPM data exhibit certain
assumptions and limitations [9,27]. Algorithms can be generically divided into (i) empirical
algorithms based on the relationship between the satellite reflectance and the variable of
interest [28] and (ii) analytical and semi-analytical algorithms relying on the inherent optical
properties of seawater and (for semi-analytical algorithms) a certain degree of empirical
approximation [29,30]. Analytical or semi-analytical algorithms often consider standard
optical properties and are, therefore, regarded as a more global approach. Empirical
algorithms, however, could yield better results when adjusted to the area of interest [25] but
should not be applied in regions other than those used in calibration [9,27]. The adjusting
of algorithms requires in situ radiometric data that do not contain uncertainties resulting
from atmospheric correction and might not be available for the study area. Therefore, an
evaluation of turbidity/SPM satellite estimates is necessary because these estimates are
more realistic (as the combination of atmospheric corrections and algorithms is evaluated)
and because more accessible data (such as in situ turbidity and SPM data) are easier to
obtain than reflectance data.

Both empirical and semi-analytical algorithms fail in regions with optical properties
different from those used during calibration, which can be associated with the effect of other
optical properties (such as CDOM [24]) and changes in specific scattering coefficients [31].
Moreover, reflectance becomes saturated in highly turbid waters, and the saturation inter-
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val is defined by the characteristics of the suspended particles (mass-specific absorption
and scattering coefficients) and by the wavelength (saturation occurs first at shorter wave-
lengths) [32]. To avoid saturation, some algorithms use a band-switching scheme that
applies shorter wavelengths (red) for low reflectance and longer wavelengths (NIR) for
high reflectance [2,33].

The regional calibration of algorithms is an alternative [10,34], combining the advan-
tages of two distinct methodologies—a global and semi-analytical relationship between the
reflectance and the variable of interest—combined with empirical adjustments to account
for the specificity of the study area (related, for example, to the mass-specific coefficient [32]).
Recalibration can be performed using satellite reflectance data, potentially improving the
algorithm performance in regions with limited in situ radiometric data, with the disad-
vantage of adding uncertainty associated with the atmospheric correction process [10,34].
Additionally, spectral convolution is an important step when applying remote-sensing
algorithms due to the spectral differences between hyperspectral (commonly used for algo-
rithm development) and multispectral (most satellites) sensors [10]. Spectrally convoluted
coefficients are specific to each satellite sensor [35].

The objective of this work was to explore the advantages and limitations of this
combination (atmospheric corrections and algorithms for turbidity/SPM) and to provide
tools for the accurate regional calibration of derived remote-sensing products. The study
area is the Patos Lagoon (Brazil). The initial step of this evaluation was conducted by
Távora et al. [36] using the Aqua/MODIS satellite, a single atmospheric correction [37],
and three SPM algorithms [2,27,38]. Here, we expanded this assessment to other satellites,
atmospheric corrections, and algorithms, providing valuable information on the uncertainty
in each method and facilitating knowledge-based decisions for future studies. The task of
identifying the best performance is sometimes subjective, as it depends on the statistical
parameter used to rank the algorithms. To address this issue, we present a new metric (GoF)
that summarizes multiple statistical parameters. Távora et al. also suggested that Patos
Lagoon exhibits optical properties that differ from those considered in the semi-analytical
algorithm of Nechad et al. [27]. Thus, the study area could serve as a case study for the
regionality of turbidity and SPM estimates, which was addressed in previous works [10,34]
by regionally recalibrating the coefficients of the turbidity algorithm for Landsat 5, 7, and
8. Therefore, we also provided regionally recalibrated coefficients specific to the study
area, expanding this work to include SPM and other satellites, applying a more robust
recalibration method, and examining the improvements and limitations associated with
this approach.

2. Materials and Methods
2.1. Study Area

Patos Lagoon (Figure 1) is located on the southern coast of Brazil and is considered the
world’s largest choked coastal lagoon [39]. It is approximately 250 km long and 40 km wide
and connected to the South Atlantic Ocean through a single narrow channel (width <700 m).
Circulation is driven by winds and river discharge, as the channel functions as a lowpass
filter, attenuating tides [40]. At high river discharge (>2000 m3·s−1), the dynamics are con-
trolled by the discharge, favoring freshwater flushing [41]. At low discharge (<2000 m3·s−1),
the circulation is mainly controlled by winds. South quadrant winds generate saline water
inflow, while north-quadrant winds generate outflow [41].

SPM enters the system through three main tributaries: the Guaíba River, Camaquã
River, and São Gonçalo Channel (which connects Patos Lagoon to Mirim Lagoon) [42].
High-input periods (common in winter and spring, as well as in El Niño years) lead to
higher SPM concentrations, with the entire lagoon becoming turbid [36,42]. Low-input
periods (common in summer and autumn and in La Niña years) lead to lower SPM
concentrations, with river plumes restricted to the mouths of tributaries [36,42]. The mean
SPM concentrations are approximately 38 g·m−3 in the innermost portion of the lagoon
and approximately 10 g·m−3 in the lower estuary [3].
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Figure 1. (a) Patos Lagoon (South Brazil) with in situ and satellite matchups for turbidity and SPM.
Satellites are shown in different colors (orange, blue, and green indicate Sentinel-2 (S2), Sentinel-3 (S3),
and Landsat-8 (L8), respectively), while SPM and turbidity matchups are marked with circles and
crosses, respectively. The in situ data frequency distributions for (b) SPM and (c) turbidity are split
into southern (estuary, in orange) and northern (Guaíba, in blue) areas of the lagoon.

Turbidity is one of the most important parameters for aquatic metabolism in the
lagoon, altering light penetration and, thus, primary production [5]. A direct and linear
relationship between turbidity and SPM has been observed in the region [43], allowing the
use of turbidity as a proxy for SPM concentration. Furthermore, turbidity can be used to
delimit Patos Lagoon coastal plumes using remote sensing [34]. Turbidity values in the
Patos Lagoon estuarine zone usually range from 0 to 100 NTU but can exceed 300 NTU
(Figure 1).

2.2. Data
2.2.1. In Situ Data

The in situ turbidity and SPM data for Patos Lagoon and the spatial and frequency
distributions of the data are shown in Figure 1. In situ turbidity data were obtained from
Brazilian Coast Monitoring System (SiMCosta; simcosta.furg.br/home) buoys RS1, RS2,
and RS4 between 2016 and 2021. The buoys are located in the estuarine region of Patos
Lagoon, and the 700 nm wavelength is used for measuring turbidity. Only data that passed
the quality control tests (gross range test, spike test, rate of change test, and flat line test)
were considered. This dataset was complemented by in situ turbidity measurements from
various research projects in Patos Lagoon described in [44] (in preparation).

In situ SPM data were obtained from Távora et al. [45]. The database includes mea-
surements conducted during different research projects between 1978 and 2019, covering
the entire length of Patos Lagoon. The data passed quality tests [46], ensuring consistency.
In this work, only measurements conducted in situ and close to the surface (depths up to
1 m) were considered.

2.2.2. Remote-Sensing Data

Scenes from satellites/sensors Landsat-8/Operational Land Imager (OLI), Sentinel-2
Multispectral Instrument (MSI), and Sentinel-3 Ocean and Land Color Instrument (OLCI),
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hereinafter referred to as L8, S2, and S3, respectively, were obtained for the study area
(swaths between 30.00◦S and 52.75◦W and 32.75◦S and 50.30◦W), covering the 2013–2022,
2016–2022, and 2016–2022 periods, respectively. For S2, only scenes with cloud coverage
lower than 10% and tiles containing matchups with in situ data were considered. For S3,
only scenes that covered the entire study area were considered. For L8, all available scenes
were used.

2.3. Methods
2.3.1. Atmospheric Correction

Satellite scenes were further processed for atmospheric correction using two distinct
methods, namely, POLYMER [16] and ACOLITE dark spectral fitting (DSF) [17]. This
choice was based on previous comparisons of these two methods, showing that they have
distinct spectral uncertainties [11] and performances for different final products [25]. In
Patos Lagoon, previous works have applied ACOLITE [10,42] and POLYMER [34], but
without a direct comparison of these methods. Additionally, [10] lists the advantages and
limitations of each correction. Both methods were developed for coastal regions, and the
main difference is the approach used for estimating the aerosol contribution. While POLY-
MER uses spectral matching between a polynomial and bio-optical model [47], ACOLITE
identifies pixels and bands with negligible water reflectance (Rw) values. Additionally,
POLYMER can perform atmospheric correction even with sun glint. A 20 m resolution was
used for S2 in both atmospheric correction methods.

2.3.2. Matchups

Regarding turbidity, matchups were selected based on a maximum time difference of
30 min between the satellite overpass and in situ data acquisition times. Regarding SPM,
data obtained on the same day were considered matchups, as the database does not provide
temporal information. For each matchup, a 3 × 3 pixel window was extracted near the
coordinates of in situ measurements. Pixels marked as invalid using atmospheric correction
flags, negative reflectance values, or quality water index polynomial (QWIP) scores >±0.3
were removed. The QWIP was developed by Dierssen et al. [48] and provides a metric
for quality control of water reflectance data based on the apparent visible wavelength
(AVW) [49] of diverse optical water types. Windows with a coefficient of variation (ratio of
the standard deviation to the mean) greater than 0.2 and with less than 50% valid pixels (in
this case, less than 5 pixels) were also excluded, following IOCCG recommendations [50].
The remaining windows were aggregated by the median, and the results were used in
the turbidity and SPM algorithms. The number of available matchups depends on the
atmospheric correction, algorithm, and band, ranging from 37 to 346 and from 18 to 101 for
turbidity and SPM, respectively. The exact number of matchups for each combination is
shown in Section 3.

2.3.3. Turbidity and SPM Algorithms

The turbidity algorithms used include those of Nechad et al. [9] and Dogliotti et al. [33]
(hereafter referred to as N09 and D15, respectively), applied to the red (~665 nm for S2 and
S3 and ~655 nm for L8) and near-infrared (~865 nm for the three satellites) bands. These
algorithms were selected because they are widely applied in coastal regions and represent
two distinct approaches: N09 is a single-band algorithm that may struggle with reflectance
saturation, while D15 aims to contour saturation by switching between two bands (red and
NIR). The N09 algorithm can be expressed as follows:

T =
A · Rw

1 − Rw/C
(1)

where T is the turbidity (in FNU), Rw is the water reflectance, and A and C are empirical
coefficients defined by the author. The A coefficient is largely calibrated based on in situ
measurements and controls the linear relationship between the reflectance and turbidity,
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while the C coefficient is generally calculated based on standard optical properties and
defines the saturation limit without impacting the linear regime. Spectrally convoluted
coefficients for each satellite sensor were used (Section 2.3.4).

The D15 algorithm is based on the same equation but uses a switching mechanism.
For Rw values lower than 0.05, the algorithm uses the red band, while for Rw values higher
than 0.07, the infrared band is used. Between these values, both bands are used, applying a
linear weighting function within the reflectance range. The original coefficients provided
by the authors were used.

To estimate the SPM concentration, the algorithms employed were those of Nechad
et al. [27], Novoa et al. [2], and Távora et al. [29], which are hereafter referred to as N10, N17,
and T20, respectively. The N10 and N09 algorithms use the same equation (Equation (1)) but
with different values for the A and C coefficients (again, spectrally convoluted coefficients
were used). The N17 algorithm was developed for the Gironde Estuary (France) and
contains a switching mechanism. It uses a linear model with the green band for low
reflectance values, a linear model with the red band for intermediate reflectance values, and
a polynomial with the near-infrared band for high reflectance values. Each band receives
varying weights depending on the water reflectance and saturation interval.

Finally, the T20 algorithm is also based on Equation (1) but considers all available
bands above 600 nm (except for the range between 670 and 700 nm, due to the chlorophyll
fluorescence signal). In addition to the SPM concentration, the uncertainties in the SPM
estimates are provided. In this work, only the bands between 630 and 850 nm were used,
as these bands improved the algorithm performance. T20 also requires the sea surface
temperature (SST) as input. Data from other instruments of the same satellites could be
used (such as the Thermal Infrared Sensor, TIRS, for L8), but they are not available for all
satellites used (S2 does not provide an SST product). Therefore, the SST was obtained from
the Climate Change Initiative (SST CCI) L4 product. The SST CCI product was developed
by Merchant et al. [51] and provides SST data obtained from different satellite sensors. The
L4 product has a spatial resolution of 0.05◦ × 0.05◦ with daily coverage, and it showed
favorable agreement with the in situ SST data for Patos Lagoon (Figure A1). Because the
spatial resolution of these images is coarser than that of the satellite sensors, the SST values
for each pixel were assigned based on the closest value to the SST CCI data.

2.3.4. Convolution and Regional Recalibration Methods

The A and C coefficients (Equation (1)) provided for N09 and N10 [9,27] were con-
voluted through the relative spectral response (RSR) of the satellite sensors based on the
protocol of Távora et al. [10] (https://github.com/julianatavora/High-resolution-satellites-
primer-codes/tree/main/spectral_conv, accessed on 21 August 2023). This is an important
step in adjusting the obtained coefficients via in situ radiometry to match the spectral
characteristics of each satellite sensor.

Furthermore, to reduce the bias and better adjust the turbidity and SPM estimates
for Patos Lagoon, a regional recalibration of the N09 and N10 coefficients was performed.
Recalibration was performed using the GeoCalVal method [52], adapted for nonlinear mod-
els (Equation (1)). GeoCalVal allows calibration/validation datasets to be split objectively,
creating different combinations of sets by using bootstrapping and jackknife sampling
methods. As a result, the model provides the frequency distributions of the calibrated
coefficients and validation metrics for different combinations of sets. The method was
developed for the calibration and validation of geophysical observation models, and its
applicability is not limited to the variables used here (SPM and turbidity) but extends to
other cases (for example, to chlorophyll-a absorption and soil moisture, as in the paper that
introduces the method [52]).

The median value of coefficient A (Equation (1)) and the statistical parameters
(Section 2.3.5) were calculated. The C parameter in Equation (1) was fixed at the convolved
value for the S3A satellite (Table 1). Fixing the C value has been shown to improve
performance. This could be explained by the fact that this coefficient controls the saturation

https://github.com/julianatavora/High-resolution-satellites-primer-codes/tree/main/spectral_conv
https://github.com/julianatavora/High-resolution-satellites-primer-codes/tree/main/spectral_conv
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limit, as we did not observe a complete saturation curve in our data (Figure A2). To allow
before-and-after comparison, the N09 and N10 algorithms using the original coefficients
were also evaluated following the same method (i.e., using the same validation sets).
The win rate (shown below) was calculated after calibration and validation using the
entire dataset.

Table 1. Convoluted coefficients for the turbidity (N09) and SPM (N10) algorithms.

Satellite Algorithm Wavelength (nm) A C

L8
N09

655 242.27 0.1682
865 2108.56 0.2115

N10
655 304.30 0.1682
865 2974.41 0.2115

S2A
N09

665 268.52 0.1725
865 2107.81 0.2115

N10
665 347.18 0.1725
865 2974.24 0.2115

S2B
N09

665 270.20 0.1726
864 2098.48 0.2115

N10
665 349.33 0.1726
864 2961.96 0.2115

S3A
N09

665 281.95 0.1729
865 2116.68 0.2115

N10
665 358.57 0.1729
865 2986.40 0.2115

S3B
N09

665 281.49 0.1729
865 2114.65 0.2115

N10
665 357.753 0.1729
865 2983.70 0.2115

2.3.5. Statistical Parameters

Based on Seegers et al. [53], five statistical parameters were used to evaluate the
performance of the different combinations of atmospheric corrections and turbidity/SPM
algorithms: Kendall’s tau correlation coefficient, root-mean-square error (RMSE), mean
absolute error (MAE), mean absolute percentage error (MAPE), and bias.

RMSE =
1
n
·

i=n

∑
i=1

(ŷi − yi)
2 (2)

MAE =
1
n
·

i=n

∑
i=1

(ŷi − yi) (3)

MAPE(%) =
100
n

·
i=n

∑
i=1

(ŷi − yi)

(yi)
(4)

Bias =
1
n
·

i=n

∑
i=1

ŷi − yi (5)

where n is the number of matchups for each algorithm and y and ŷ are the measured and
estimated variables (turbidity or SPM), respectively.

The win rate (WR) was also used as a statistical parameter because it directly compares
residuals and provides a way of classifying algorithm performance [53,54]. For each pair of
algorithms, the winning percentage was calculated (one algorithm receives a win when
its residual is lower than that of the other). This process was performed for all algorithm
combinations. Finally, the WR of each algorithm was obtained as the average winning
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percentage between all combinations. For a given Algorithm A, WR can be expressed
as follows:

WRA(%) =
1

CA
m,2

·
m

∑
B=1

B!=A

100
n

j=n

∑
j=1

{
1, i f residualA, j < residualB,j
0, i f residualA,j > residualB,j

(6)

where CA
m,2 is the number of combinations with two elements that contain Algorithm A,

m is the number of algorithms, A and B are two different algorithms, n is the number of
simultaneous matchups between A and B, and the residual is the difference between the
algorithm estimate and in situ measurement.

Given the diversity of metrics and ways to rank the performance, a robust alternative
is to use radar plots to calculate the area associated with each approach [55]. Here, we
adopted the product between the radar plot area and the distance between the centroid and
plot center as a metric of the goodness of fit (GoF), as shown in Figure 2. This new metric
(hereafter referred to as GoF) favors both the best overall performance (smallest area) and
the most balanced performance (the centroid is closest to the center). The selected statistical
parameters considered by GoF provide metrics for correlation (nonparametric Kendall
correlation coefficient), accuracy (MAE and MAPE, given absolute and relative errors,
respectively), bias (allowing identification of over- or underestimation), and comparative
performance (WR, pairwise comparison of the residuals). The RMSE was not considered,
to avoid redundancy with the MAE, because it is not designed for nonnormal statistical
distributions [53]. All the parameters were scaled between 0 (best performance) and 10
(worst performance) based on values close to the minimum and maximum (Kendall = [0, 1],
MAE = [0, 60], MAPE = [0, 800], bias = [0, 60], and WR = [0, 100]). Thus, the lowest GoF
values indicate the best combination of atmospheric correction and algorithm for each
remote-sensing product. The specific formulas applied to calculate GoF are those of the
statistical parameters (Equations (3)–(6)), the area and centroid of a polygon, and the feature
scaling of the parameters. Thus, GoF can be applied to any comparison between measured
and estimated data (including other optical remote-sensing products and chlorophyll-a
and CDOM). The Supplementary Material provides a Python script to estimate GoF using
some example data.
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3. Results
3.1. Performance of the Different Combinations of Atmospheric Corrections and Algorithms

The spectral convoluted coefficients from N09 and N10 for the L8, S2, and S3 satellites
and the red and NIR bands are provided in Table 1.

The statistical parameters for each of the satellites, atmospheric corrections, and
turbidity algorithms are shown in Figure 3 (the radar plots are shown in Figure A3). The
best performance was associated with percentage uncertainties (measured via MAPE)
between 27% and 42%, with MAE values between 10 and 11 FNU. The MAPE allows us to
rank the algorithms based on the normalized accuracy, which does not occur with the MAE.
In cases with higher (lower) in situ concentrations, it is expected that the errors measured
by the MAE will also be greater (less). For the three satellites, the best combination of
atmospheric correction and algorithm (according to MAPE) was POLYMER and N09,
differing only in the band used (655 nm for L8 and 865 nm for S2 and S3).
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Figure 3. Heatmaps of the turbidity algorithm performance, given in FNU (RMSE, MAE, and bias) or
percentage (MAPE and WR) for satellites (a) L8, (b) S2, and (c) S3. The best (worst) performance is
shown in green (red).

The performance of the SPM algorithms is shown in Figure 4 (refer to Figure A4 for
the radar plots) and was, in general, not as satisfactory as that of the turbidity algorithms.
The lower MAPE for each satellite varied between 68% and 81%, with MAE values between
10 and 12 g·m−3. Again, the best combination (according to MAPE) was POLYMER
atmospheric correction and a single-band algorithm (N10, with the 865 nm band for L8, the
665 nm band for S3, and the same performance for the S2 bands).

The win rate (WR) offers another way to rank the performance (as in Pahlevan
et al. [11]) through the direct comparison of the residuals. Regarding turbidity and SPM,
the best WR was assigned to the same combination as for the MAPE (POLYMER and N09;
POLYMER and N10). As an exception, the best performance changed for S2, from N09 and
N10 to D15 and N17, respectively. Additionally, the best band for S3 ranged from 665 to
865 nm, corresponding to the same WR values as those for D15 and N17. The differences
between the best performance values of MAPE and WR reflect the distinction between
comparing the algorithms with all the estimates (as via MAPE) and only in cases where
both have valid results (as via WR). WR does not consider the amplitude of the residuals,
so a high WR value can be related to a high MAPE value in cases where the algorithm
performs well in most cases but fails and exhibits large errors in a few cases. For S2 and
S3, the high WR for the band-switching algorithms (D15 and N17) indicates the efficiency
of this mechanism in choosing the ideal band for each reflectance interval in most cases,
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as it aims to avoid saturation and benefits from the better sensibility of shorter (longer)
wavelengths to lower (higher) turbidity and SPM values [56]. Additionally, this advantage
may be more notable in cases with higher turbidity and SPM variability, as observed in the
Patos Lagoon estuary, which constitutes most of the matchups for S2 and S3 (Figure 1).
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Figure 4. Heatmaps of the SPM algorithm performance, given in g·m−3 (RMSE, MAE, and bias) or
percentage (MAPE and WR) for satellites (a) L8, (b) S2, and (c) S3. The best (worst) performance is
shown in green (red).

In addition to the MAPE and WR, it is important to measure the degree of under- or
overestimation by the bias. The algorithms using POLYMER underestimated turbidity
(negative bias), while the algorithms using ACOLITE overestimated turbidity (positive
bias, except for S3), as shown in Figure 5, where the estimates using POLYMER (ACOLITE)
are usually below (above) the 45◦ line. This pattern was not clearly observed for the
SPM algorithms (Figure 6), which may reflect the theoretical differences between these
two variables, as turbidity does not depend only on the SPM concentration but also on
the size, composition, and shape of particles. Figure 6c,f also show large errors for SPM
estimates using the S3 satellite and N10, N17, and T20 algorithms. This is possibly caused
by the adjacency of land pixels and the sensor’s lower spatial resolution, as discussed in
Section 4.2.

Regarding T20, almost all the metrics showed high uncertainty when using ACOL-
ITE (Figure 4), with the SPM concentration overestimated when using this atmospheric
correction (Figure 6). This could be attributed to the broader range of bands used by T20
to estimate SPM, as the spectral uncertainty in the atmospheric correction procedure can
propagate and lead to unrealistic results when algorithms that depend on several bands
are applied (as in the classification of optical water types [20]). POLYMER and ACOLITE
represent two distinct approaches (spectral matching and dark spectral fitting, respectively)
that may lead to different atmospheric correction spectral errors (as described by [22]). For
Patos Lagoon, the results obtained using POLYMER and T20 (Figure 4) suggest that this
atmospheric correction provides more realistic spectra, with lower uncertainty in Rw and
better SPM estimates than those of ACOLITE.

The different statistical parameters led to different interpretations of the best combi-
nation of atmospheric correction, algorithm, and band (Figures 3 and 4). This task was
simplified by analyzing the GoF metric, which provides a summary of the selected pa-
rameters (Figure 2). Table 2 lists the best combinations for estimating turbidity and SPM
based on GoF; these combinations were mostly associated with POLYMER, except for SPM
estimates using S2.
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Figure 5. Scatter plots showing the relationships between the measured and estimated turbidity
values for satellites (a,d) L8, (b,e) S2, and S3 (c,f), and atmospheric corrections from (a–c) ACOLITE
and POLYMER (d–f). For each satellite and atmospheric correction, multiple algorithms (D15 and
N09) and bands (665 and 865 nm) are shown.
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Figure 6. Scatter plots showing the relationships between the measured and estimated SPM concen-
trations for satellites (a,d) L8, (b,e) S2, and S3 (c,f), and atmospheric corrections from (a–c) ACOLITE
and POLYMER (d–f). For each satellite and atmospheric correction, multiple algorithms (N10, N17,
and T20) and bands (665 and 865 nm) are shown.
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Table 2. Best combinations of atmospheric correction (AC), algorithm (Alg), and band for each
satellite and product based on the GoF metric.

Sat Product AC Alg Band Strengths Pitfalls

L8
Turbidity POLYMER N09 655 MAPE, WR RMSE, Bias

SPM POLYMER N10 865 All -

S2
Turbidity POLYMER N09 865 Kendall, MAPE RMSE, Bias

SPM ACOLITE N17 All -

S3
Turbidity POLYMER N09 865 Kendall, MAPE, WR RMSE, Bias

SPM POLYMER N10 865 RMSE, MAE, WR Kendall

3.2. Regional Recalibration of Coefficients

The validation statistical parameters for turbidity and SPM are shown in Figures 7 and 8,
respectively (the radar plots are shown in Figures A5 and A6, respectively). The recalibrated
A coefficients for all satellites (L8, S2, and S3), atmospheric corrections (ACOLITE and
POLYMER) and bands (665 and 865 nm) are listed in Table A1.

The turbidity test results indicated that for five of the cases, recalibration led to better
performance (lower GoF value in Figure 7). In general, this improvement was not followed
by a change in the accuracy (RMSE, MAE, and MAPE) of the algorithms but rather a
reduction in bias. This phenomenon is shown in Figure 9, where the estimates (especially
those using POLYMER) are closer to the 1:1 line.
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Figure 7. Heatmaps of the performance of the turbidity N09 algorithm using original (O) and
recalculated (R) coefficients for satellites (a) L8, (b) S2, and (c) S3. The results are given in FNU
(RMSE, MAE, and bias) or percentage (MAPE and WR). The best (worst) performance is shown in
green (red).
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and bias) or percentage (MAPE and WR). The best (worst) performance is shown in green (red).
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Figure 9. Scatter plots showing the relationships between the measured and estimated turbidity
values for satellites (a,d) L8, (b,e) S2, and (c,f) S3, and atmospheric corrections from (a–c) ACOLITE
and (d–f) POLYMER. For each satellite and atmospheric correction, multiple algorithms (N09) and
bands (665 and 865 nm) are shown with the original (o) or recalibrated (r) coefficients.

However, for seven of the combinations, the GoF metric shown in Figure 7 increases
after recalibration, which could be attributed to a better fit for high- or low-turbidity data
points. As the GeoCalVal method samples from the full range and the lowest values
represent most of the data (refer to the data points with a turbidity lower than 40 FNU in
Figure 9), an expected result is that the final coefficient is better suited for estimating the
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lowest values. This led to a worsening in the estimates of the highest turbidities, causing the
GoF value to increase for the S3-ACOLITE-N09-865 nm combination (Figure 7). However,
this was not the case for most combinations because the high turbidity data points pushed
the least square fit toward higher coefficients. In this way, the performance decreased at
the lowest turbidities but improved at the highest turbidities. As a result, for most of the
cases shown in Figure 7, the GoF metric increases after recalibration, indicating that this
approach was ineffective at improving the turbidity estimates in these cases.

However, with regard to the SPM estimates, recalibration led to improvements in the
performance of most of the algorithms (Figure 8) and the estimates were closer to the 1:1
line (Figure 10). As an exception, the S3-POLYMER-N10-665 nm combination did not yield
an improvement. Nevertheless, in this case, the performance was the same as that before
recalibration. This is associated with the same pattern described previously, with a better
fit at low SPM concentrations.
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Figure 10. Scatter plots showing the relationships between the measured and estimated SPM concen-
trations for satellites (a,d) L8, (b,e) S2, and (c,f) S3, and atmospheric corrections from (a–c) ACOLITE
and (d–f) POLYMER. For each satellite and atmospheric correction, multiple algorithms (N10) and
bands (665 and 865 nm) are shown with the original (o) or recalibrated (r) coefficients.

Table 3 lists the recommended combinations of atmospheric corrections, bands, and
coefficients for estimating turbidity and SPM in Patos Lagoon. The SPM algorithm provided
an encouraging result in terms of recalibration: the regionally recalibrated coefficients
(shown in bold font in Table 3) provided better results than the original coefficients in all
the cases. Despite the better performance of N17 for S2 (Table 2), the N09 algorithm was
recommended (Table 3) because it provided similar values for the statistical parameters but
a lower MAPE value.

Figure 11 shows the mean SPM concentration in the Patos Lagoon estuary based
on all S2 scenes, ACOLITE atmospheric correction, the N10 algorithm, and the red band
(665 nm). The concentrations obtained using the original coefficients (Figure 11a) were
consistently higher than those obtained with the recalibrated coefficients (Figure 11b). If we
consider an optical depth of 1 m for the red band (as in [56]), then the total SPM mass (sum
of the concentration of all pixels multiplied by the pixel volume) is 2.78 × 104 tons and
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2.33 × 104 tons for the original and recalibrated coefficients, respectively. This resulted in a
difference of 4.53 × 103 tons, illustrating the impact caused by not regionally calibrating
the coefficients, especially considering the importance of SPM in coastal management.

Table 3. Best combinations of atmospheric corrections (ACs), algorithms (Alg), bands, and coefficients
(A and C) for each satellite and product based on the GoF metric. Regionally recalibrated coefficients
are shown in bold font.

Sat Product AC Alg Band A C Strengths Pitfalls

L8

Turbidity POLYMER N09 865 6435.35 0.2115 All -

SPM
ACOLITE N10 655 136.11 0.1729 RMSE, MAE, MAPE, WR Kendall

POLYMER N10 865 2272.39 0.2115 All -

S2
Turbidity POLYMER N09 865

2107.81 (S2A)
0.2115 RMSE, Bias Kendall, MAPE

2098.48 (S2B)

SPM ACOLITE N10 665 292.43 0.1729 All -

S3
Turbidity POLYMER N09 865

2116.68 (S3A)
0.2115 Bias, RMSE Kendall, MAPE, WR

2114.65 (S3B)

SPM ACOLITE N10 865 1033.23 0.2115 All -
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4. Discussion
4.1. Previous Studies of Patos Lagoon and Results without Regional Recalibration

Previous studies on turbidity in Patos Lagoon based on remote sensing focused on
applying algorithms to study the plume [34,57] and water quality in the region [10]. For
the L8 and S2 satellites, POLYMER atmospheric correction and N09-recalibrated coeffi-
cients [34] achieved better performance in the NIR band (based on Kendall’s tau correlation
coefficient). Compared to [10], who used Landsat 5, 7, 8, and 9 satellites and ACOLITE at-
mospheric correction, the results of [34] indicated that POLYMER yields better performance
for Patos Lagoon. In this study, the GoF metric was applied and the best performance for
estimating turbidity was associated with POLYMER atmospheric correction and the NIR
band, following these studies.

Regarding SPM, previous works focused mainly on its dynamics in the region, in-
vestigating its variability as a function of circulation [58], wind and river discharge [3],
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interannual variability associated with ENSO cycles [36], and input from tributaries [42].
Two of these studies focused on evaluating SPM algorithms for the region.

Bortolin et al. [42] evaluated the performance of SPM estimates using Landsat 5, 7, and
8 satellites, ACOLITE atmospheric correction, and the T20 algorithm. Based on the same
database used in this study [45], the authors obtained RMSE = −37 g·m−3 and MAPE = 79.
This performance was better than that obtained in this study for L8 (RMSE = 60 g·m−3,
MAPE = 305%), showing underestimation of the SPM concentration (in contrast to the
overestimation found here). This could be explained by the methodological differences
involved, especially the larger number of matchups used here (n = 98 vs. n = 47 for
Bortolin et al.), which led to greater (and more realistic) optical and SPM variability, a more
challenging estimate, and, thus, poorer performance. Additionally, differences between
the studies regarding the versions of ACOLITE, sources of sea surface temperature data
(important to the T20 algorithm for estimating water absorption), and sensors may cause
these differences.

Távora et al. [36] used the Aqua/MODIS satellite and compared three SPM algo-
rithms (N10, N16, and HAN16 [38]), with atmospheric correction from [37]. Their results
indicated that the best performance was associated with switching the band algorithms
(N17 and HAN16). Among the multiband algorithms, N17 was identified as the best
(RMSE = 14.6 g·m−3 and MAPE = 36.9%). In this study, the N17 algorithm was identified
as the algorithm with the best performance for S2 using ACOLITE. However, Távora et al.
reported a better performance than that obtained in this study using S3, which has spa-
tial and temporal resolutions closer to those of Aqua/MODIS (RMSE = 22 g·m−3 and
MAPE = 95%) for the S3-POLYMER-N17 combination. Távora et al. used a much larger
dataset (n = 1241 against n = 69 used here), which was mainly obtained from turbidity in
situ measurements and converted into SPM. As turbidity can be more easily estimated
(compared to SPM, Figures 3 and 4), this difference may explain the better performance.
Again, differences related to the atmospheric correction, sensors, temporal coverage, and
matchup selection (especially the window size and maximum time and distance difference
allowed) may also have contributed to the findings.

Moreover, the spatial variability in the algorithm performance cannot be overlooked.
Both Bortolin et al. [42] and Távora et al. [36] reported higher accuracy (lower RMSE and
MAPE) for the Guaíba region. Távora et al. [36] showed that different algorithms performed
better in the estuarine (HAN16) and Guaíba (N17) regions, with larger differences between
the algorithms in the central part of the lagoon (reaching approximately 10 g·m−3). The
central region of Patos Lagoon represents a data gap in this study (Figure 1). The lack of
information is one of the issues in the study area, with a large number of studies focusing
on the estuarine region but only a few focusing on the limnic portion [59].

4.2. Regional Recalibration and Sources of Uncertainty

The results before recalibration showed an unsatisfactory performance for the algo-
rithms in the study area. We addressed this poor performance by regionally recalibrating
the empirical coefficients of N09 and N10, leading to bias reduction, although a trade-off
between MAE and bias was observed. The need for recalibrating coefficients may be
associated with uncertainties in atmospheric correction (as orbital data were used here)
and the optical properties of Patos Lagoon (which may differ from those used during the
calibration of the original coefficients).

Adjacency effects are associated with surfaces with contrasting reflectance, where
photons from the higher reflectance surface (usually the land) are scattered into the in-
stantaneous field of view (IFOV) of the sensor, mixing with the signal from the lower
reflectance surface (usually water) [60]. This effect depends upon the characteristics of
the atmosphere (aerosol optical depth), the target (water reflectance), and the background
(land cover’s albedo) [60–62]. Paulino et al. [62] evaluated adjacency effects on Brazilian
inland waters, showing that this effect is relevant for distances between 0.1 and 2 km from
land. On the other hand, Bulgarelli and Zibordi [61] observed adjacency effects up to a
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few tens of kilometers from the coast. According to them, adjacency introduces a bias into
remote-sensing reflectance, with a magnitude that depends on the atmospheric correction
applied. For ACOLITE, adjacency effects could cause an overestimation of the SPM con-
centration, as already observed by Renosh et al. [26] for the Gironde Estuary due to the
proximity between land pixels and automated turbidity stations. This approach is relevant
considering the narrow channel that connects Patos Lagoon to the Atlantic Ocean (Figure 1).
Regarding POLYMER, the atmospheric correction is based on the residual between Rw
(given by a bio-optical model) and the Rayleigh-corrected reflectance [16]. This approach
aims to correct for sun glint, but adjacency effects are also included in the residual and
can thus be corrected via POLYMER [23]. In contrast, the underestimation of turbidity
and SPM by POLYMER may reflect the restriction imposed by its bio-optical model [22].
In the present work, turbidity and SPM estimates using the NIR band (865 nm) were not
systematically overestimated, as would be expected in the presence of adjacency effects [62].
Hence, one may consider that adjacency did not significantly affect the estimates.

Nevertheless, Figure 6c,f showed large errors for SPM estimates using the S3 satellite
and N10, N17, and T20 algorithms. Most of the under- or overestimated points in Figure 6c,f
are from the channel that connects Patos Lagoon to the ocean (Figure 1), suggesting that
these points may be affected by the adjacency of land pixels. The S3 spatial resolution
(300 m) contributes to this explanation, given that the narrowest part of the channel is
500 m wide and the matchups were extracted using a 3 × 3-pixel window. This effect was
less evident for the POLYMER atmospheric correction (Figure 6f), for which two possible
reasons arose: (i) POLYMER might have corrected for adjacency effects [23]; (ii) some of
the matchups using POLYMER were excluded based on the quality control flags (invalid
pixels, large window variability, negative water reflectance, and QWIP).

The effect of the sensors’ spatial resolutions (20, 30, and 300 m, respectively, for S2,
L8, and S3) on the accuracy of the estimates was not investigated here, as it would involve
isolating the effect of spatial sampling. The study of Pahlevan et al. [63], for example,
found differences of up to 18% in the reflectance obtained from sensors with distinct spatial
resolutions (OLI, MODIS, and VIIRS). According to the authors, this can be attributed to
the footprint size (and associated sensor viewing angle) and to in-water variability. Dorji
and Fearns [64] studied turbid waters in northern Western Australia and found that the in-
water variability may cause an underestimation of SPM concentration by lower resolution
sensors (such as MODIS) due to intrapixel variability. On the other hand, Luo et al. [12]
found overestimated turbidity estimates in lower-resolution sensors in the Gironde Estuary,
caused by pixel contamination by land and muddy shallow waters. These results show that
the bias introduced by the spatial resolution differences depends on the target’s background
(i.e., the water variability around the in situ measurements).

The atmospheric corrections with a better performance were not always the same for
the red and NIR bands, which could be explained by the spectral errors of each method [22].
This introduces additional complexity to the choice of the best atmospheric correction,
especially for band-switching algorithms (D15 and N17). Renosh et al. [26] faced the same
problem in the Gironde Estuary, obtaining a better performance associated with different
corrections for the red and NIR bands for S3. The authors used the N17 algorithm and
chose the atmospheric correction with better performance in the NIR band, since most of
the SPM range in the study area was estimated using this band.

Regarding optical properties, algorithms commonly assume a fixed value for specific
backscattering coefficients [9,27]. However, this coefficient varies according to the size,
shape, and composition of particles [31]. In some cases, as observed by Mabit et al. [24]
in Québec coastal waters, there may be an inverse relationship between the mass-specific
coefficient and SPM concentration, rendering remote-sensing estimates of SPM unfeasible.
For Patos Lagoon, this variability is probably associated with differences in the charac-
teristics of the material supplied by its tributaries. This explains the spatial variability in
the algorithm performance observed in previous studies. Variability in the structure of
phytoplankton communities [65] and in the production of particulate material by these
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organisms [66] may also be relevant factors. Organic particles, for example, have been asso-
ciated with lower backscattering coefficients in other regions (e.g., in the Artic Ocean [67]).
The influence of CDOM on SPM estimates should also be considered. Although its effect at
longer wavelengths is often considered negligible [27], Mabit et al. [24] reported a positive
correlation between the residuals of an SPM algorithm and CDOM absorption, with an
increase (decrease) in CDOM absorption associated with an underestimation (overesti-
mation) of the SPM concentration. However, their study revealed a case with a low SPM
concentration (mostly less than 10 mg·L−1), and CDOM optically dominated waters.

The saturation of Rw at high turbidity and SPM concentrations is another challenge
facing algorithms [32]. In theory, the absence of saturation in the data (Figure A2) favors the
use of single-band algorithms (as in [24]), while moderate SPM concentrations (between 10
and 60 g·m−3; Figure 1) favor the use of the red band (the ideal bands for each concentration
interval are reported in [56], a study of the Rhone River and its plume). In this study, the
best performance was obtained with single-band algorithms (N09 and N10). However, the
red band did not perform better than the NIR band, possibly revealing the influence of
high turbidity and SPM values on statistical parameters.

Within this context, the RMSE values were consistently greater than the MAE values.
The RMSE is not recommended for cases where the data are not normally distributed,
which may lead to an underestimation of the algorithm performance [53,68]. Regarding the
S3 turbidity estimates (Figures 3 and 5), a group of data points with high turbidity and low
reflectance amplified the negative bias of the N09 algorithm estimates, causing an increase
in the values of several parameters (RMSE, MAE, and MAPE). Additionally, the various
statistical parameters led to different results for the best performers for each satellite. A
novel GoF metric (Figure 2) was proposed here and was shown to be a reliable answer
to this problem, allowing objective classification of the performance. Thus, this metric
is recommended for future studies and can be directly applied to other algorithms and
regions. Attention must be given to the normalization of statistical parameters (maximum
and minimum values considered), as the resultant polygon is sensitive to these values.

We also highlighted the importance of using the GeoCalVal method. Regarding S2
and SPM, only a few matchups were available. A simple calibration approach (randomly
splitting the data into fractions of 70% and 30% as calibration and validation datasets,
respectively) could lead to high uncertainty in the calibrated coefficients (different datasets
could yield different results). GeoCalVal, however, provides the opportunity to analyze
all combinations. For N09 and N10, the statistical parameters obtained using the entire
dataset (Figures 3 and 4, respectively) were very close to those obtained using GeoCalVal
(Figures 7 and 8, respectively), indicating the robustness of the method.

However, there are still uncertainties that remain unidentified. An ideal scenario
would be to use in situ radiometric data to directly evaluate atmospheric corrections and
measure optical properties in the study area. Theenathayalan et al. [25] studied Vembanad
Lake and suggested the following possible path: the low availability of field data was
overcome by using a simulated reflectance dataset for the study area based on a radiative
transfer model. The data were used to develop regional algorithms for chlorophyll-a and
SPM concentrations, which outperformed previously established algorithms. Unfortu-
nately, this approach relies on in situ reflectance and optical property data (absorption and
scattering) to calibrate the radiative transfer model, which were unavailable in this study.

Differences in the performances of SPM algorithms between Patos Lagoon’s South
and North parts (Guaíba and Estuary in Figure 1, respectively) had already been observed
in previous works (as discussed in Section 4.1); they affect the regional recalibration of the
coefficients. Figure 12 shows the SPM frequency distribution of all available in situ and
satellite derived data (including those that are not matchups), estimated using the best
combination for each satellite (Table 3). For optimally adjusted estimates, the distributions
should show a similar pattern (e.g., [10]). However, the distributions in Figure 12 do
not match exactly, indicating differences regarding the characteristics of the particulate
matter throughout Patos Lagoon. A robust alternative would be to locally recalibrate the
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coefficients, treating the Guaíba and estuarine regions (Figure 1) independently, but the
number of available matchups in the present work is insufficient (0 to 94 for the Guaíba, and
7 to 59 for the estuary). For the central portion, all available in situ SPM data are from before
2013 and, therefore, before the satellites were launched (2013 for L8, 2015 for S2A, and 2016
for S3A). Patos Lagoon is part of a long-term monitoring project [69], and the SiMCosta
program provides measurements taken by moored buoys, but these data are limited to
the estuary and the number of measurements synchronous to the satellites’ overpasses
is still small. This limitation could be overcome by continuous and spatially distributed
monitoring along the lagoon continuum. The Gironde Estuary is a positive example, with
high-frequency water quality measurements taken by the MAGEST program [70] being
useful for ocean color studies [12]. Automated stations for radiometric data acquisition
(such as the AERONET-OC [71]) and global in situ datasets (such as GLORIA [72]) are
also alternatives, but some regions (including Patos Lagoon) might be undersampled.
Moreover, the large dimensions of Patos Lagoon (about 250 km long) and the financial
difficulties found in developing countries currently limit a more complete evaluation of
remote-sensing estimates.
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Although multiple sensors were used (L8/OLI, S2/MSI, and S3/OLCI), an integration
and intercomparison exercise was not one of our goals. Several approaches exist for data
merging to reduce the systematic bias between sensors [73], which is fundamental for
building climate records [74]. A simple and effective method is to match the cumulative
distribution function (CDF) of satellite and in situ data, as used for satellite soil moisture
estimates [75]. This is another possible future step for Patos Lagoon, especially considering
the potential impact of climate change on coastal environments [76].

5. Conclusions

In this work, different combinations of atmospheric corrections and bio-optical algo-
rithms for turbidity and SPM in Patos Lagoon were evaluated. The main conclusions are
as follows:

• Based on the newly proposed GoF metric, the best algorithm performance was gen-
erally linked to POLYMER atmospheric correction, single-band algorithms (N09 and
N10), and the NIR band (865 nm), with percentage errors (MAPEs) between 27% and
42% for turbidity and between 68% and 81% for SPM;



Remote Sens. 2024, 16, 1497 20 of 27

• Regional recalibration of the empirical coefficients for N09 and N10 led to a reduction
in bias. We recommend the use of recalibrated coefficients for estimating the SPM con-
centration in Patos Lagoon via remote sensing. For turbidity, the original coefficients
yielded a better performance for S2 and S3;

• The method used for recalibrating the coefficients (GeoCalVal) and the metric used
to rank the performances (GoF) can be directly applied to other regions and optical
remote-sensing products;

Future studies should focus on using field radiometric data, allowing the direct
evaluation of atmospheric corrections and a better understanding of the optical variability
of Patos Lagoon. The use of radiative transfer models is also a suitable alternative for filling
these gaps, and merging data from multisensor climate records may provide important
information on the impact of climate change in the region.

Supplementary Materials: The following Supplementary Material is available online from https:
//github.com/rafael-simao/GoF: a Jupyter Notebook with code in Python to estimate the goodness
of fit (GoF) metric using some example data.
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Appendix A. Additional Plots and Tables

Table A1. Recalibrated A coefficients for turbidity (N09 algorithm) and SPM (N10 algorithm) for each
combination of satellites (L8, S2, and S3), atmospheric corrections (ACOLITE and POLYMER), and
bands (665 and 865 nm).

L8 S2 S3

AC ACOLITE POLYMER ACOLITE POLYMER ACOLITE POLYMER
Band 655 865 655 865 665 865 665 865 665 865 665 865

Turbidity 283.43 1616.89 700.11 6435.35 247.24 1418.96 440.81 4636.58 271.42 1751.17 447.48 3826.15
SPM 136.11 1229.06 219.57 2272.39 292.43 1724.03 551.38 5213.88 236.63 1033.23 298.97 2062.85
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Table A1. Recalibrated A coefficients for turbidity (N09 algorithm) and SPM (N10 algorithm) for 
each combination of satellites (L8, S2, and S3), atmospheric corrections (ACOLITE and POLYMER), 
and bands (665 and 865 nm). 
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AC ACOLITE POLYMER ACOLITE POLYMER ACOLITE POLYMER 
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SPM 136.11 1229.06 219.57 2272.39 292.43 1724.03 551.38 5213.88 236.63 1033.23 298.97 2062.85 
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